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Introduction

In the United States, mental and neurological health problems are among the costliest challenges we
face. Depression, Alzheimer’s disease, bipolar disorder, and attention deficit hyperactivity disorder
(ADHD) are only a handful of the many illnesses that contribute to this cost. The global cost of mental
health conditions alone was estimated at $2.5 trillion in 2010, with a projected increase to over $6
trillion in 2030. Neurological illnesses and mental disorders cost the U.S. more than $760 billion a year.
The World Health Organization (WHO) estimates one out of four people worldwide will suffer from
a mental illness at some point in their lives, while one in five Americans experience a mental health
problem in any given year. Mental, neurological, and substance use disorders are the leading cause
of disability worldwide, yet most public service announcements and government education programs
remain focused on physical health issues such as cancer and obesity. Despite the substantial and rising
burden of such disorders, there is a significant shortage of resources available to prevent, diagnose, and
treat them; thus technology must be brought to bear.

For clinical psychologists, language plays a central role in diagnosis, and many clinical instruments
fundamentally rely on manual coding of patient language. Applying language technology in the
domain of mental and neurological health could lead to inexpensive screening measures that may be
administered by a wider array of healthcare professionals. Researchers had begun targeting such issues
prior to this workshop series, using language technology to identify emotion in suicide notes, analyze
the language of those with autistic spectrum disorders, and aid the diagnosis of dementia.

The series of Computational Linguistics and Clinical Psychology (CLPsych) workshops began at ACL
2014, while NAACL 2015 hosted the second such workshop with a near-doubling in attendance. The
2015 workshop additionally hosted a Shared Task for detecting depression and post-traumatic stress
disorder (PTSD) based on social media posts. The CLPsych workshops diverge from the conventional
“mini-conference” workshop format by inviting clinical psychologists and researchers to join us at the
workshop as discussants, to provide real-world points of view on the potential applications of NLP
technologies presented during the workshop. We hope to build the momentum towards releasing tools
and data that can be used by clinical psychologists.

NAACL 2016 hosts the third CLPsych workshop, with another shared task. Published papers in this
proceedings propose methods for aiding the diagnosis of dementia, analyzing sentiment as related
to psychotherapy, assessing suicide risk, and quantifying the language of mental health. The 2016
CLPsych Shared Task centered on the classification of posts from a mental health forum to assist forum
moderators in triaging and escalating posts requiring immediate attention. We accepted 11 submissions
for the main workshop and 16 for the shared task. Each oral presentation will be followed by discussions
led by one of our discussants, subject matter experts working in the fields of behavioral and mental
health and with clinical data, including: Dr. Loring Ingraham and Dr. Bart Andrews.

We wish to thank everyone who showed interest and submitted a paper, all of the authors for their
contributions, the members of the Program Committee for their thoughtful reviews, our clinical
discussants for their helpful insights, and all the attendees of the workshop. We also wish to extend
thanks to the Association for Computational Linguistics for making this workshop possible, and to
Microsoft Research for its very generous sponsorship.

– Kristy and Lyle

iii





Organizers:

Kristy Hollingshead, IHMC
Lyle Ungar, University of Pennsylvania

Clinical Discussants:

Loring J. Ingraham, George Washington University
Bart Andrews, Behavioral Health Response

Program Committee:

Steven Bedrick, Oregon Health & Science University
Archna Bhatia, IHMC
Wilma Bucci, Adelphi University
Wei Chen, Nationwide Children’s Hospital
Leonardo Claudino, University of Maryland, College Park
Mike Conway, University of Utah
Glen Coppersmith, Qntfy
Brita Elvevåg, Department of Clinical Medicine, University of Tromsø
Peter Foltz, Pearson
Dan Goldwasser, Purdue University
Ben Hachey, University of Sydney
Graeme Hirst, University of Toronto
Christopher Homan, Rochester Institute of Technology
Jena Hwang, IHMC
Zac Imel, University of Utah
Loring Ingraham, George Washington University
William Jarrold, Nuance Communications
Yangfeng Ji, School of Interactive Computing, Georgia Institute of Technology
Dimitrios Kokkinakis, University of Gothenburg
Tong Liu, Rochester Institute of Technology
Shervin Malmasi, Harvard Medical School
Bernard Maskit, Stony Brook University
Margaret Mitchell, Microsoft Research
Eric Morley, Oregon Health & Science University
Danielle Mowery, University of Utah
Sean Murphy, John Jay College of Criminal Justice; City University of New York
Cecilia Ovesdotter Alm, Rochester Institute of Technology
Ted Pedersen, University of Minnesota
Craig Pfeifer, MITRE
Glen Pink, University of Sydney
Daniel Preotiuc, University of Pennsylvania
Emily Prud’hommeaux, Rochester Institute of Technology

v



Matthew Purver, Queen Mary University of London
Philip Resnik, University of Maryland
Rebecca Resnik, Mindwell Psychology
Brian Roark, Google
Mark Rosenstein, Pearson
Masoud Rouhizadeh, Stony Brook University & University of Pennsylvania
J. David Schaffer, Binghamton University
Ronald Schouten, Harvard Medical School
H. Andrew Schwartz, Stony Brook University
J. Ignacio Serrano, Spanish National Research Council
Richard Sproat, Google
Hiroki Tanaka, Nara Institute of Science and Technology
Michael Tanana, University of Utah
Paul Thompson, Dartmouth College
Jan van Santen, Oregon Health & Science University
Eleanor Yelland, University College London
Dan Yoo, Cambia Health

vi



Table of Contents

Detecting late-life depression in Alzheimer’s disease through analysis of speech and language
Kathleen C. Fraser, Frank Rudzicz and Graeme Hirst . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Towards Early Dementia Detection: Fusing Linguistic and Non-Linguistic Clinical Data
Joseph Bullard, Cecilia Ovesdotter Alm, Xumin Liu, Qi Yu and Rubén Proaño. . . . . . . . . . . . . . .12

Self-Reflective Sentiment Analysis
Benjamin Shickel, Martin Heesacker, Sherry Benton, Ashkan Ebadi, Paul Nickerson and Parisa

Rashidi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

Is Sentiment in Movies the Same as Sentiment in Psychotherapy? Comparisons Using a New Psy-
chotherapy Sentiment Database

Michael Tanana, Aaron Dembe, Christina S. Soma, Zac Imel, David Atkins and Vivek Srikumar
33

Building a Motivational Interviewing Dataset
Verónica Pérez-Rosas, Rada Mihalcea, Kenneth Resnicow, Satinder Singh and Lawrence An . . 42

Crazy Mad Nutters: The Language of Mental Health
Jena D. Hwang and Kristy Hollingshead . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

The language of mental health problems in social media
George Gkotsis, Anika Oellrich, Tim Hubbard, Richard Dobson, Maria Liakata, Sumithra Velupil-

lai and Rina Dutta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Exploring Autism Spectrum Disorders Using HLT
Julia Parish-Morris, Mark Liberman, Neville Ryant, Christopher Cieri, Leila Bateman, Emily

Ferguson and Robert Schultz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Generating Clinically Relevant Texts: A Case Study on Life-Changing Events
Mayuresh Oak, Anil Behera, Titus Thomas, Cecilia Ovesdotter Alm, Emily Prud’hommeaux,

Christopher Homan and Raymond Ptucha. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .85

Don’t Let Notes Be Misunderstood: A Negation Detection Method for Assessing Risk of Suicide in
Mental Health Records

George Gkotsis, Sumithra Velupillai, Anika Oellrich, Harry Dean, Maria Liakata and Rina Dutta
95

Exploratory Analysis of Social Media Prior to a Suicide Attempt
Glen Coppersmith, Kim Ngo, Ryan Leary and Anthony Wood . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

CLPsych 2016 Shared Task: Triaging content in online peer-support forums
David N. Milne, Glen Pink, Ben Hachey and Rafael A. Calvo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

Data61-CSIRO systems at the CLPsych 2016 Shared Task
Sunghwan Mac Kim, Yufei Wang, Stephen Wan and Cecile Paris . . . . . . . . . . . . . . . . . . . . . . . . . . 128

vii



Predicting Post Severity in Mental Health Forums
Shervin Malmasi, Marcos Zampieri and Mark Dras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

Classifying ReachOut posts with a radial basis function SVM
Chris Brew . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

Triaging Mental Health Forum Posts
Arman Cohan, Sydney Young and Nazli Goharian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

Mental Distress Detection and Triage in Forum Posts: The LT3 CLPsych 2016 Shared Task System
Bart Desmet, Gilles Jacobs and Véronique Hoste . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

Text Analysis and Automatic Triage of Posts in a Mental Health Forum
Ehsaneddin Asgari, Soroush Nasiriany and Mohammad R.K. Mofrad . . . . . . . . . . . . . . . . . . . . . . 153

The UMD CLPsych 2016 Shared Task System: Text Representation for Predicting Triage of Forum Posts
about Mental Health

Meir Friedenberg, Hadi Amiri, Hal Daumé III and Philip Resnik . . . . . . . . . . . . . . . . . . . . . . . . . . 158

Using Linear Classifiers for the Automatic Triage of Posts in the 2016 CLPsych Shared Task
Juri Opitz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

The GW/UMD CLPsych 2016 Shared Task System
Ayah Zirikly, Varun Kumar and Philip Resnik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

Semi-supervised CLPsych 2016 Shared Task System Submission
Nicolas Rey-Villamizar, Prasha Shrestha, Thamar Solorio, Farig Sadeque, Steven Bethard and Ted

Pedersen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

Combining Multiple Classifiers Using Global Ranking for ReachOut.com Post Triage
Chen-Kai Wang, Hong-Jie Dai, Chih-Wei Chen, Jitendra Jonnagaddala and Nai-Wen Chang . 176

Classification of mental health forum posts
Glen Pink, Will Radford and Ben Hachey . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

Automatic Triage of Mental Health Online Forum Posts: CLPsych 2016 System Description
Hayda Almeida, Marc Queudot and Marie-Jean Meurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

Automatic Triage of Mental Health Forum Posts
Benjamin Shickel and Parisa Rashidi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

Text-based experiments for Predicting mental health emergencies in online web forum posts
Hector-Hugo Franco-Penya and Liliana Mamani Sanchez . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

viii



ix



Conference Program

2016/06/16

09:00–09:20 Opening Remarks
Kristy Hollingshead and Lyle Ungar

09:20–10:30 Oral Presentations, Session 1

Detecting late-life depression in Alzheimer’s disease through analysis of speech and
language
Kathleen C. Fraser, Frank Rudzicz and Graeme Hirst

Towards Early Dementia Detection: Fusing Linguistic and Non-Linguistic Clinical
Data
Joseph Bullard, Cecilia Ovesdotter Alm, Xumin Liu, Qi Yu and Rubén Proaño

10:30–11:00 Break

11:00–11:45 Poster Presentations

Self-Reflective Sentiment Analysis
Benjamin Shickel, Martin Heesacker, Sherry Benton, Ashkan Ebadi, Paul Nicker-
son and Parisa Rashidi

Is Sentiment in Movies the Same as Sentiment in Psychotherapy? Comparisons
Using a New Psychotherapy Sentiment Database
Michael Tanana, Aaron Dembe, Christina S. Soma, Zac Imel, David Atkins and
Vivek Srikumar

Building a Motivational Interviewing Dataset
Verónica Pérez-Rosas, Rada Mihalcea, Kenneth Resnicow, Satinder Singh and
Lawrence An

Crazy Mad Nutters: The Language of Mental Health
Jena D. Hwang and Kristy Hollingshead

The language of mental health problems in social media
George Gkotsis, Anika Oellrich, Tim Hubbard, Richard Dobson, Maria Liakata,
Sumithra Velupillai and Rina Dutta

Exploring Autism Spectrum Disorders Using HLT
Julia Parish-Morris, Mark Liberman, Neville Ryant, Christopher Cieri, Leila Bate-
man, Emily Ferguson and Robert Schultz

x



2016/06/16 (continued)

11:45–1:00 Lunch

1:00–2:45 Oral Presentations, Session 2

Generating Clinically Relevant Texts: A Case Study on Life-Changing Events
Mayuresh Oak, Anil Behera, Titus Thomas, Cecilia Ovesdotter Alm, Emily
Prud’hommeaux, Christopher Homan and Raymond Ptucha

Don’t Let Notes Be Misunderstood: A Negation Detection Method for Assessing
Risk of Suicide in Mental Health Records
George Gkotsis, Sumithra Velupillai, Anika Oellrich, Harry Dean, Maria Liakata
and Rina Dutta

Exploratory Analysis of Social Media Prior to a Suicide Attempt
Glen Coppersmith, Kim Ngo, Ryan Leary and Anthony Wood

2:45–3:00 Break

3:00–3:15 Shared Task Introduction

CLPsych 2016 Shared Task: Triaging content in online peer-support forums
David N. Milne, Glen Pink, Ben Hachey and Rafael A. Calvo

3:15–3:40 Shared Task Poster Presentations, Session 1

Data61-CSIRO systems at the CLPsych 2016 Shared Task
Sunghwan Mac Kim, Yufei Wang, Stephen Wan and Cecile Paris

Predicting Post Severity in Mental Health Forums
Shervin Malmasi, Marcos Zampieri and Mark Dras

Classifying ReachOut posts with a radial basis function SVM
Chris Brew

Triaging Mental Health Forum Posts
Arman Cohan, Sydney Young and Nazli Goharian

xi



2016/06/16 (continued)

Mental Distress Detection and Triage in Forum Posts: The LT3 CLPsych 2016
Shared Task System
Bart Desmet, Gilles Jacobs and Véronique Hoste

Text Analysis and Automatic Triage of Posts in a Mental Health Forum
Ehsaneddin Asgari, Soroush Nasiriany and Mohammad R.K. Mofrad

The UMD CLPsych 2016 Shared Task System: Text Representation for Predicting
Triage of Forum Posts about Mental Health
Meir Friedenberg, Hadi Amiri, Hal Daumé III and Philip Resnik

3:40–4:00 Break

4:00–4:25 Shared Task Poster Presentations, Session 2

Using Linear Classifiers for the Automatic Triage of Posts in the 2016 CLPsych
Shared Task
Juri Opitz

The GW/UMD CLPsych 2016 Shared Task System
Ayah Zirikly, Varun Kumar and Philip Resnik

Semi-supervised CLPsych 2016 Shared Task System Submission
Nicolas Rey-Villamizar, Prasha Shrestha, Thamar Solorio, Farig Sadeque, Steven
Bethard and Ted Pedersen

Combining Multiple Classifiers Using Global Ranking for ReachOut.com Post
Triage
Chen-Kai Wang, Hong-Jie Dai, Chih-Wei Chen, Jitendra Jonnagaddala and Nai-
Wen Chang

Classification of mental health forum posts
Glen Pink, Will Radford and Ben Hachey

Automatic Triage of Mental Health Online Forum Posts: CLPsych 2016 System
Description
Hayda Almeida, Marc Queudot and Marie-Jean Meurs

Automatic Triage of Mental Health Forum Posts
Benjamin Shickel and Parisa Rashidi

Text-based experiments for Predicting mental health emergencies in online web fo-
rum posts
Hector-Hugo Franco-Penya and Liliana Mamani Sanchez

xii



2016/06/16 (continued)

4:25–4:45 Closing Remarks

xiii





Proceedings of the 3rd Workshop on Computational Linguistics and Clinical Psychology: From Linguistic Signal to Clinical Reality, pages 1–11,
San Diego, California, June 16, 2016. c©2016 Association for Computational Linguistics
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Abstract

Alzheimer’s disease (AD) and depression
share a number of symptoms, and commonly
occur together. Being able to differentiate be-
tween these two conditions is critical, as de-
pression is generally treatable. We use linguis-
tic analysis and machine learning to determine
whether automated screening algorithms for
AD are affected by depression, and to detect
when individuals diagnosed with AD are also
showing signs of depression. In the first case,
we find that our automated AD screening pro-
cedure does not show false positives for indi-
viduals who have depression but are otherwise
healthy. In the second case, we have moderate
success in detecting signs of depression in AD
(accuracy = 0.658), but we are not able to draw
a strong conclusion about the features that are
most informative to the classification.

1 Introduction

Depression and dementia are both medical condi-
tions that can have a strong negative impact on the
quality of life of the elderly, and they are often co-
morbid. However, depression is often treatable with
medication and therapy, whereas dementia usually
occurs as the result of an irreversible process of neu-
rodegeneration. It is therefore critical to be able to
distinguish between these two conditions.

However, distinguishing between depression and
dementia can be extremely difficult because of over-
lapping symptoms, including apathy, crying spells,
changes in weight and sleeping patterns, and prob-
lems with concentration and attention.

It is also important to detect when someone has
both AD and depression, as this serious situation can
lead to more rapid cognitive decline, earlier place-
ment in a nursing home, increased risk of depression
in the patient’s caregivers, and increased mortality
(Thorpe, 2009; Lee and Lyketsos, 2003).

Separate bodies of work have reported the util-
ity of spontaneous speech analysis in distinguish-
ing participants with depression from healthy con-
trols, and in distinguishing participants with demen-
tia from healthy controls. Here we consider whether
such analyses can be applied to the problem of de-
tecting depression in Alzheimer’s disease (AD). In
particular, we explore two questions: (1) In previous
work on detecting AD from speech (elicited through
a picture description task), are cognitively healthy
people with depression being misclassified as hav-
ing AD? (2) If we consider only participants with
AD, can we distinguish between those with depres-
sion and those without, using the same picture de-
scription task and analysis?

2 Background

There has been considerable work on detecting de-
pression from speech and on detecting dementia
from speech, but very little which combines the two.
We will first review the two tasks separately, and
then discuss some of the complexity that arises when
depression and AD co-occur.

2.1 Detecting depression from speech

Depression affects a number of cognitive and phys-
ical systems related to the production of speech, in-
cluding working memory, the phonological loop, ar-
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ticulatory planning, and muscle tension and control
(Cummins et al., 2015). These changes can result
in word-finding difficulties, articulatory errors, de-
creased prosody, and lower verbal productivity.

Over the past decade or so, there has been grow-
ing interest in measuring properties of the speech
signal that correlate with the changes observed in de-
pression, and using these measured variables to train
machine learning classifiers to automatically detect
depression from speech.

Ozdas et al. (2004) found that mean jitter and the
slope of the glottal flow spectrum could distinguish
between 10 non-depressed controls, 10 participants
with clinical depression, and 10 high-risk suicidal
participants.

Moore et al. (2008) considered prosodic features
as well as vocal tract and glottal features. They per-
formed sex-dependent classification and found that
glottal features were more discriminative than vocal
tract features, but that the best results were achieved
using all three types of features.

Cohn et al. (2009) examined the utility of facial
movements and vocal prosody in discriminating par-
ticipants with moderate or severe depression from
those with no depression. They achieved 79% accu-
racy using only two prosodic features: variation in
fundamental frequency, and latency of response to
interviewer questions. They used a within-subjects
design, in which they predicted which participants
had responded to treatment in a clinical trial.

Low et al. (2011) analyzed speech from ado-
lescents engaged in normal conversation with their
parents (68 diagnosed with depression, 71 con-
trols). They grouped their acoustic features into
5 groups: spectral, cepstral, prosodic, glottal, and
those based on the Teager energy operator (TEO, a
nonlinear energy operator). They achieved higher
accuracies using sex-dependent models than sex-
independent models, and found that the best results
were achieved using the TEO-based features (up to
87% for males and 79% for females).

Cummins et al. (2011) distinguished 23 depressed
participants from 24 controls with a best accuracy
of 80% in a speaker-dependent configuration and
79% in a speaker-independent configuration. Spec-
tral features, particularly mel-frequency cepstral co-
efficients (MFCCs), were found to be useful.

Alghowinem et al. (2012) analyzed speech from

30 participants with depression and 30 healthy con-
trols. The speech was elicited through interview
questions about situations that had aroused signif-
icant emotions. Higher accuracy was achieved on
detecting depression in women than in men. Energy,
intensity, shimmer, and MFCC features were all in-
formative, and positive emotional speech was more
discriminatory than negative emotional speech.

Scherer et al. (2013) differentiated 18 depressed
participants from 18 controls with 75% accuracy,
using interviews captured with a simulated virtual
human. They found that glottal features such as
the normalized amplitude quotient (NAQ) and quasi-
open quotient (QOQ) differed significantly between
the groups.

Alghowinem et al. (2013) compared four clas-
sifiers and a number of different feature sets on
the task of detecting depression from spontaneous
speech. They found loudness and intensity features
to be the most discriminatory, and suggested pitch
and formant features may be more useful for longi-
tudinal comparisons within individuals.

While most of the literature concerning the detec-
tion of depression from speech has focused solely
on the speech signal, there is an associated body of
work on detecting depression from writing that fo-
cuses on linguistic cues. Rude et al. (2004) found
that college students with depression were signifi-
cantly more likely to use the first-person pronoun
I in personal essays than college students without
depression, and also used more words with neg-
ative emotional valence. Other work has found
differences in the frequency of different parts-of-
speech (POS) (De Choudhury et al., 2013) and in
the general topics chosen for discussion (Resnik et
al., 2015). Other work has accurately identified de-
pression (and differentiated PTSD and depression)
in Twitter social media texts with high accuracies
using n-gram language models (Coppersmith et al.,
2015). Similarly, Nguyen et al. (2014) showed
that specialized lexical norms and Linguistic Inquiry
and Word Count1 features significantly differentiate
clinical and control groups in blog post texts. Howes
et al. (2014) showed that lexical features (in style
and dialogue) could also be used to predict the sever-
ity of depression and anxiety during Cognitive Be-

1http://liwc.wpengine.com.
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havioural Therapy treatment. It is not obvious that
these results generalize to the case where the topic
and structure of the narrative is constrained to a pic-
ture description.

2.2 Detecting Alzheimer’s disease from speech
A growing number of researchers have tackled the
problem of detecting dementia from speech and
language. Most of this work has focused on
Alzheimer’s disease (AD), which is the most com-
mon cause of dementia. Although the primary diag-
nostic symptom of AD is memory impairment, this
and other cognitive deficits often manifest in spon-
taneous language through word-finding difficulties,
a decrease in information content, and changes in
fluency, syntactic complexity, and prosody. Other
work, including that of Roark et al. (2007), focuses
on mild cognitive impairment, which is also broadly
applicable.

Thomas et al. (2005) classified spontaneous
speech samples from 95 AD patients and an unspeci-
fied number of controls by treating the problem as an
authorship attribution task, and employing a “com-
mon N-grams” approach. They were able to distin-
guish between patients with severe AD and controls
with a best accuracy of 94.5%, and between patients
with mild AD and controls with an 75.3% accuracy.

Habash and Guinn (2012) built classifiers to dis-
tinguish between AD and non-AD language samples
using 80 conversations between 31 AD patients and
57 cognitively normal conversation partners. They
found that features such as POS tags and measures
of lexical diversity were less useful than measuring
filled pauses, repetitions, and incomplete words, and
achieved a best accuracy of 79.5%.

Meilán et al. (2012) distinguished between 30 AD
patients and 36 healthy controls with temporal and
acoustic features alone, obtaining an accuracy of
84.8%. For each participant, their speech sample
consisted of two sentences read from a screen. The
discriminating features were percentage of voice
breaks, number of voice breaks, number of periods
of voice, shimmer, and noise-to-harmonics ratio.

Jarrold et al. (2014) used acoustic features, POS
features, and psychologically-motivated word lists
to distinguish between semi-structured interview re-
sponses from 9 AD participants and 9 controls with
an accuracy of 88%. They also confirmed their hy-

pothesis that AD patients would use more pronouns,
verbs, and adjectives and fewer nouns than controls.

Rentoumi et al. (2014) considered a slightly dif-
ferent problem: they used computational techniques
to differentiate between picture descriptions from
AD participants with and without additional vas-
cular pathology (n = 18 for each group). They
achieved an accuracy of 75% when they included
frequency unigrams and excluded binary unigrams,
syntactic complexity features, measures of vocabu-
lary richness, and information theoretic features.

Orimaye et al. (2014) obtained F-measure scores
up to 0.74 on transcripts from DementiaBank, com-
bining participants with different etiologies rather
than focusing on AD. In previous work, we also
studied data from DementiaBank (Fraser et al.,
2015). We computed acoustic and linguistic fea-
tures from the “Cookie Theft” picture descriptions
and distinguished 240 AD narratives from 233 con-
trol narratives with 81% accuracy using logistic re-
gression.

2.3 Relationship between dementia and
depression

The relationship between dementia and depression
is complicated, as the two conditions are not in-
dependent of each other and in fact frequently co-
occur. When someone is diagnosed with demen-
tia, feelings of depression are common. At the
same time, depression is a risk factor for devel-
oping Alzheimer’s disease (Korczyn and Halperin,
2009). The diagnosis of a third medical condition
(e.g., heart disease) can trigger depression and also
independently increase the risk of dementia. Sim-
ilarly, some risk factors for depression and demen-
tia are the same, such as alcohol use and cigarette
smoking (Thorpe, 2009). Furthermore, changes in
white matter connectivity have been linked to both
depression (Alexopoulos et al., 2008) and dementia
(Prins et al., 2004).

The prevalence of depression in AD has been es-
timated to be 30–50% (Lee and Lyketsos, 2003), al-
though these figures have been shown to vary widely
depending on the diagnostic method used (Müller-
Thomsen et al., 2005). In contrast, the prevalence
of depression in the general population older than
75 is estimated to be 7.2% (major depression) and
17.1% (depressive disorders) (Luppa et al., 2012).
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The prevalence of Alzheimer’s disease is 11% for
people aged 65 and older, increasing to 33% for
people ages 85 and older (Alzheimer’s Association,
2015).

Symptoms which are common in both depression
and dementia include: poor concentration, impaired
attention (Korczyn and Halperin, 2009), apathy (Lee
and Lyketsos, 2003), changes to eating and sleeping
patterns, and reactive mood symptoms, e.g., tearful-
ness (Thorpe, 2009). However, both dementia and
depression are heterogeneous in presentation, which
can lead to many possible combinations of symp-
toms when they co-occur.

Studies examining spontaneous speech tasks to
discriminate between dementia and depression are
rare. Murray (2010) investigated whether clini-
cal depression could be distinguished from AD by
analyzing narrative speech. She found that there
were significant differences in the amount of infor-
mation that was conveyed in a picture description
task, with depressed participants communicating the
same amount of information as healthy controls, and
AD patients showing a reduction in information con-
tent. Other discourse measures relating to the quan-
tity of speech produced and the syntactic complexity
of the narrative did not differ between the groups. In
contrast to the current work, the study described in
Murray (2010) did not include participants with both
dementia and depression, involved a much smaller
data set (49 participants across 3 groups), and did
not seek to make predictions from the data.

3 Methods

3.1 Data
We use narrative speech data from the Pitt corpus
in the DementiaBank database2. These data were
collected between 1983 and 1988 as part of the
Alzheimer Research Program at the University of
Pittsburgh. Detailed information about the study
cohort is available from Becker et al. (1994), and
demographic information is presented for each ex-
periment below in Tables 1 and 3. Diagnoses were
made on the basis of a personal history and a neu-
ropsychological battery; a subset of these diagnoses
were confirmed post-mortem. The language sam-
ples were elicited using the “Cookie Theft” picture

2https://talkbank.org/DementiaBank/

description task from the Boston Diagnostic Apha-
sia Examination (BDAE) (Goodglass and Kaplan,
1983), in which participants are asked to describe
everything they see going on in a picture. We ex-
tract features from both the acoustic files (converted
from MP3 to 16-bit mono WAV format with a sam-
pling rate of 16 kHz) and the associated transcripts.
All examiner speech is excluded from the sample.

A subset of the participants also have Hamilton
Depression Rating Scale (HAM-D) scores (Hamil-
ton, 1960). The HAM-D is still one of the gold stan-
dards for depression rating (although it has also re-
ceived criticism; see Bagby et al. (2014) for an ex-
ample). It consists of 17 questions, for which the
patient’s responses are rated from 0–4 or 0–2 by the
examiner. A total score between 0–7 is considered
normal, 8–16 indicates mild depression, 17–23 indi-
cates moderate depression, and greater than 24 indi-
cates severe depression (Zimmerman et al., 2013).

3.2 Features

We extract a large number of textual features
(including part-of-speech tags, parse constituents,
psycholinguistic measures, and measures of com-
plexity, vocabulary richness, and informativeness),
and acoustic features (including fluency measures,
MFCCs, voice quality features, and measures of pe-
riodicity and symmetry). A complete list of features
is given in the Supplementary Material, and addi-
tional details are reported by Fraser et al. (2015).

3.3 Classification

We select a subset of the extracted features using a
correlation-based filter. Features are ranked by their
correlation with diagnosis and only the top N fea-
tures are selected, where we vary N from 5 to 400.
The selected features are fed to a machine learn-
ing classifier; in this study we compare logistic re-
gression (LR) with support vector machines (SVM)
(Hall et al., 2009). We use a cross-validation frame-
work and report the average accuracy across folds.
The data is partitioned across folds such that sam-
ples from a single speaker occur in either the training
set or test set, but never both. Error bars are com-
puted using the standard deviation of the accuracy
across folds. In some cases we also report sensitivity
and specificity, where sensitivity indicates the pro-
portion of people with AD (or depression) who were
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AD Controls Sig.
n = 196 n = 128

Age 71.7 (8.7) 63.7 (7.6) **
Education 12.4 (2.9) 13.9 (2.4) **
Sex (M/F) 66/130 49/79

Table 1: Mean and standard deviation of demo-
graphic information for participants in Experiment
I. ** indicates p < 0.01.

correctly identified as such, and specificity indicates
the proportion of controls who were correctly iden-
tified as such.

4 Experiment I: Does depression affect
classification accuracy?

Our first experiment examines whether depression
is a confounding factor in our current diagnostic
pipeline. To answer this question, we consider the
subset of narratives for which associated HAM-D
scores are available. This leaves a set of 196 AD
narratives and 128 control narratives from 150 AD
participants and 80 control participants. Since par-
ticipants may have different scores on different vis-
its, we consider data per narrative, rather than per
speaker. Demographic information is given in Ta-
ble 1. The groups are not matched for age or educa-
tion, which is a limitation of the complete data set as
well; the AD participants tend to be both older and
less educated.

We then perform the classification procedure us-
ing the analysis pipeline described above, with 10-
fold cross-validation. The results for a logistic re-
gression and SVM classifier are shown in Figure 1.
This is a necessary first step to examine if depression
is a confounding factor.

Choosing the best result of 0.799 (SVM classi-
fier, 70 features), we then perform a more detailed
analysis. Accuracy, sensitivity, and specificity for
the full data set are reported in the first row of Ta-
ble 2. We first break down the data into two sep-
arate groups: those with a Hamilton score greater
than 7 (i.e., “depressed”) and those with a Hamil-
ton score less than or equal to 7 (“non-depressed”)
(Zimmerman et al., 2013). The accuracy, sensitivity,
and specificity for these sub-groups are also reported
in Table 2. Because there are far more AD partici-
pants with depression (n = 65) than controls with

Figure 1: Classification accuracy on the task of dis-
tinguishing AD from control narratives for varying
feature set sizes.

Data set Baseline Accuracy Sens. Spec.
All 0.605 0.799 0.826 0.758
Depressed 0.743 0.864 0.846 1.000
Non-depressed 0.552 0.780 0.816 0.739

Table 2: Accuracy, sensitivity, and specificity for
all participants, depressed participants, and non-
depressed participants.

depression (n = 9), we also report the accuracy of
a majority class classifier as a baseline with which
to compare the reported accuracies. Alternatives to
this approach, including synthetically balancing the
classes, e.g., with synthetic minority oversampling
(Chawla et al., 2002), is to be the subject of future
work.

A key result from this experiment is that although
there are only a few control participants who are
depressed, none of those are misclassified as AD
(specificity = 1.0 in this case).

Furthermore, if we partition the participants by
accuracy (those who were classified correctly ver-
sus incorrectly), we find no significant difference on
HAM-D scores (p > 0.05). This suggests that the
accuracy of the classifier is not affected by the pres-
ence or absence of depression.

5 Experiment II: Can we detect depression
in Alzheimer’s disease?

In our second experiment, we tackle the problem
of detecting depression when it is comorbid with
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Depressed Non-dep. Sig.
n = 65 n = 65

Age 71.4 (8.6) 71.6 (8.6)
Education 11.7 (2.6) 12.9 (3.0) *
Sex (M/F) 21/44 19/46
MMSE 18.1 (5.5) 17.9 (5.4)

Table 3: Mean and standard deviation of demo-
graphic information for AD participants in Experi-
ment II. * indicates p < 0.05.

Figure 2: Classification accuracy on the task of dis-
tinguishing depressed from non-depressed AD nar-
ratives for varying feature set sizes.

Alzheimer’s disease. From the previous section, we
have 65 narratives from participants with both AD
and depression (HAM-D > 7). We select an addi-
tional 65 narratives from participants with AD but
no depression. These additional data are selected
randomly but such that participants are matched for
dementia severity, age, and sex. Demographic infor-
mation is given in Table 3.

5.1 Standard processing pipeline

We begin by using our standard processing pipeline
to assess whether it is capable of detecting depres-
sion. The classification accuracies are given in Fig-
ure 2. In this case, since the groups are the same
size, the baseline accuracy is 0.5. The best accu-
racy of 0.658 is achieved with the LR classifier using
60 features (sensitivity: 0.707, specificity: 0.610).
This represents a significant increase (paired t-test,
p < 0.05) of 15 percentage points over the random
baseline, but there is clearly room for improvement.

Rank Feature r Trend
1 Skewness MFCC 1 0.270 ↑
2 Info unit: boy −0.265 ↓
3 Mean ΔΔMFCC 8 0.229 ↑
4 VP → VB NP −0.223 ↓
5 Kurtosis MFCC 4 0.223 ↑
6 Kurtosis MFCC 3 0.217 ↑
7 Kurtosis ΔMFCC 2 0.213 ↑
8 Skewness ΔΔMFCC 2 0.211 ↑
9 Kurtosis MFCC 10 0.209 ↑
10 Determiners −0.206 ↓

Table 4: Highly ranked features for distinguishing
people with AD and depression from people with
only AD. The third column shows the correlation
with diagnosis, and the fourth column shows the di-
rection of the trend (increasing or decreasing) with
depression.

Data set Baseline Accuracy Sens. Spec.
All 0.500 0.658 0.707 0.610
Females 0.511 0.588 0.519 0.653
Males 0.525 0.650 0.580 0.717

Table 5: Accuracy, sensitivity, and specificity for all
participants, just females, and just males.

Table 4 shows the features which are most highly
correlated with diagnosis (over all data). Even for
the top-ranked features, the correlation is weak, and
the difference between groups is not significant af-
ter correcting for multiple comparisons. We there-
fore cannot conclusively draw conclusions about the
selected features, although we do note the apparent
importance of the MFCC features here.

5.2 Sex-dependent classification

Given that acoustic features naturally vary across the
sexes, and that previous work achieved better results
using sex-dependent classifiers, we also consider a
sex-dependent configuration. The drawback to this
approach is the reduction in data, particularly for
males. In these experiments we attempt to classify
21 males with depression+AD versus 19 males with
AD only, and 44 females with depression+AD ver-
sus 46 females with AD only. The results for these
experiments are shown in Figure 3, and the best ac-
curacies are given in Table 5.

The features which are most correlated with di-
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(a) Females

(b) Males

Figure 3: Sex-dependent classification accuracy
on the task of distinguishing depressed from non-
depressed AD narratives for varying feature set
sizes.

agnosis for females are listed in Table 6a, and those
which are most correlated with diagnosis for males
are listed in Table 6b. Again, the selected fea-
tures tend to be either informational, grammatical,
or cepstral in nature, although none of the differ-
ences are significant after correcting for multiple
comparisons.

5.3 Additional features

To help our classifiers better distinguish between
people with and without depression, we implement
a number of additional features which have been re-
ported to be valuable in detecting depression. Many
of the acoustic features from the literature were al-
ready present in our feature set, but we now consider
a number of glottal features, including the mean
and standard deviations of the maximum voiced fre-

Rank Feature r Trend
1 Info unit: boy −0.323 ↓
2 Mean ΔMFCC 9 0.284 ↑
3 VP → VB NP −0.274 ↓
4 Kurtosis MFCC 3 0.266 ↑
5 Kurtosis Δ energy 0.261 ↑
6 Skewness MFCC 1 0.260 ↑
7 Kurtosis MFCC 4 0.256 ↑
8 NP → PRP$ NNS 0.251 ↑
9 Skewness ΔΔMFCC 2 0.249 ↑
10 NP → NP NP . 0.243 ↑

(a) Females
Rank Feature r Trend
1 Mean ΔΔMFCC 9 0.447 ↑
2 Skewness ΔΔMFCC 12 −0.406 ↓
3 VP → VB S 0.405 ↑
4 Mean ΔΔMFCC 2 −0.381 ↓
5 Info unit: stool 0.352 ↑
6 VP → VBG NP −0.351 ↓
7 Key word: chair 0.346 ↑
8 Mean ΔMFCC 11 −0.325 ↓
9 Key word: girl −0.318 ↓
10 Mean ΔΔMFCC 8 0.316 ↑

(b) Males

Table 6: Highly ranked features for distinguishing
individuals with AD and depression from individu-
als with only AD, in the sex-dependent case. (No
differences are significant after correcting for multi-
ple comparisons.)

quency, glottal closure instants, linear prediction
residuals, peak slope, glottal flow (and derivative),
normalized amplitude quotient (NAQ), quasi-open
quotient (QOQ), harmonic richness factor, parabolic
spectral parameter, and cepstral peak prominence.
These features are implemented in the COVAREP
toolkit (version 1.4.1) (Degottex et al., 2014).

We also include three additional psycholinguistic
variables relating to the affective qualities of words:
valence, arousal, and dominance. Valence describes
the degree of positive or negative emotion associated
with a word, arousal describes the intensity of the
emotion associated with a word, and dominance de-
scribes the degree of control associated with a word.
We use the crowd-sourced norms presented by War-
riner et al. (2013) for their broad coverage, and mea-
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sure the mean and maximum value of each variable.
Finally, we count the frequency of occurrence of

first-person words (I, me, my, mine). In general, the
picture description task is completed in the third per-
son, but first-person words do occur.

However, including these new features actually
had a slightly negative effect on the sex-independent
classification, reducing the maximum accuracy from
0.658 to 0.650, as well as on the males-only case,
reducing maximum accuracy from 0.650 to 0.585.
This suggests that some of the new features are be-
ing selected in individual training folds, but not gen-
eralizing to the test folds. In contrast, the new fea-
tures did make a small, incremental improvement
in the females-only case, from 0.588 to 0.609 for
females. The new features that were most highly
ranked for females were the standard deviation of
the peak slope (rank 12, r = −0.237) and the stan-
dard deviation of NAQ (rank 35, r = −0.186), both
showing a weak negative correlation with diagnosis.
The most useful new feature for males was the mean
QOQ (rank 16, r = 0.273), with a weak positive cor-
relation with diagnosis.

6 Conclusion

In this paper, we considered two questions. The first
is related to previous work in the field showing that
speech analysis and machine learning can lead to
good, but not perfect, differentiation between par-
ticipants with AD and healthy controls. We won-
dered whether some control participants were being
misclassified as having AD when in fact they were
depressed. However, in our experiment we found
that none of the 9 depressed controls were misclas-
sified as having AD. This is a small sample, but it is
consistent with the findings of Murray (2010), who
found that although AD participants and controls
could be distinguished through analysis of their pic-
ture descriptions, there were no differences between
depressed participants and controls.

We then considered only participants with AD,
and tried to distinguish between those with comor-
bid depression and those without. Our best accu-
racy for this task was 0.658, which is considerably
lower than reported accuracies for detecting depres-
sion in the absence of AD, but reflects the difficulty
of the task given the wide overlap of symptoms in

the two conditions. In fact, previous work on detect-
ing depression from speech has focused overwhelm-
ingly on young and otherwise healthy participants,
and much work is needed on detecting depression in
other populations and with other comorbidities.

One limitation of this work is the type of speech
data available; previous work suggests that emo-
tional speech is more informative for detecting de-
pression. Another limitation is that we are assigning
our participants to the depressed and non-depressed
groups on the basis of a single test score, rather than
a confirmed clinical diagnosis. A related factor to
consider is the relatively mild depression that is ob-
served in this data set, which was developed for the
study of AD rather than depression – only 8 par-
ticipants met the criteria for “moderate” depression,
and none met the criteria for severe depression. Fur-
thermore, while the controls in Experiment 2 all had
scores below the threshold for mild depression, in
most cases the scores were still non-zero, and so the
classification task is not as clearly binary as we have
framed it here. Finally, limitations of the dataset
introduced issues of confounding variables (namely
age and education), and prohibited us from contrast-
ing speech from participants with only depression
versus those with only AD. We are currently under-
taking our own data collection to overcome the var-
ious challenges of this dataset.

Depression and Alzheimer’s disease both present
in different syndromes, and so it is probably unre-
alistic to clearly delineate between the many poten-
tial combinations of depression, AD, and other pos-
sible medical conditions through the analysis of a
single language task. On the other hand, previous
work suggests that this type of analysis can be very
fine-grained and sensitive to subtle cognitive impair-
ments. Ideally, future work will focus directly on the
task of distinguishing AD from depression, using
clinically validated data with a stronger emotional
component.
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Abstract

Dementia is an increasing problem for an ag-
ing population, with a lack of available treat-
ment options, as well as expensive patient
care. Early detection is critical to eventu-
ally postpone symptoms and to prepare health
care providers and families for managing a
patient’s needs. Identification of diagnostic
markers may be possible with patients’ clini-
cal records. Text portions of clinical records
are integrated into predictive models of de-
mentia development in order to gain insights
towards automated identification of patients
who may benefit from providers’ early assess-
ment. Results support the potential power
of linguistic records for predicting demen-
tia status, both in the absence of, and in
complement to, corresponding structured non-
linguistic data.

1 Introduction

Dementia is a problem for the aging population,
and it is the 6th leading cause of death in the US
(Alzheimer’s Association, 2014). Around 35 mil-
lion people worldwide suffer from some form of de-
mentia, and this number is expected to double by
2030 (Prince et al., 2013). The most common form
of dementia is Alzheimer’s Disease, which has no
known cure and limited treatment options. The clin-
ical care for dementia focuses on prolonged symp-
tom management, resulting in high personal and fi-
nancial costs for patients and their families, straining
the healthcare system in the process. Early detection
is critical for potential postponement of symptoms,
and for allowing families to adjust and adequately

plan for the future. Despite this importance, cur-
rent detection methods are costly, invasive, or unre-
liable, with most patients not being diagnosed until
their symptoms have already progressed. Dementia
diagnosis is a life-changing event not only for the
patient but for the caretakers that have to adjust to
the ensuing life changes. Improved understanding
and recognition of early warning signs of demen-
tia would greatly benefit the management of the dis-
ease, and enable long-term planning and logistics for
healthcare providers, health systems, and caregivers.

With the advent of electronic clinical records
comes the potential for large-scale analysis of pa-
tients’ clinical data to understand or discover warn-
ing signs of dementia progression. The ability to fol-
low the evolution of the disease based on patients’
records would be key to develop intelligent support
systems to assist medical decision-making and the
provision of care. Current research using records
mainly focuses on structured data, i.e. numerical or
categorical data, such as test results or patient de-
mographics (Himes et al., 2009). However, unstruc-
tured data, such as text notes taken during interac-
tions between patients and doctors, presents a po-
tentially rich source of information that may be both
more straightforwardly interpretable for humans, as
well as helpful for early dementia detection. Struc-
tured data from innovative diagnostic tests are of-
ten absent due to their cost and accessibility, text
notes are generated for nearly every visit of a pa-
tient. Moreover, text notes in medical records are
a source of natural language, and potentially more
flexibly encode the diagnostic expertise and reason-
ing of the clinical professionals who write them.
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Processing and computationally analyzing natu-
ral language remains a formidable task, but insights
gleaned from it may translate particularly well into
actual clinical practice, given its interpretable and
accessible nature. Therefore, the ability to pre-
dict dementia development based on both structured
and unstructured data would be useful for intelligent
support systems which could automatically flag in-
dividuals who will benefit for further evaluation, re-
ducing the impact of late diagnosis.

1.1 Related Work

Structured clinical data has been useful for identi-
fying known disease markers (Himes et al., 2009).
Procedural and diagnostic codes (e.g., ICD-9) can
provide high specificity for identifying a disease,
but may not provide sufficient sensitivity (Birman-
Deych et al., 2005; Kern et al., 2006). A pa-
tient’s history, however, is typically summarized by
a clinician in text form, and can provide informative
expressiveness and granularity not adequately cap-
tured by ICD-9 codes (Li et al., 2008). Interestingly,

Prior work has shown that natural language data
can help synthesize details and discover trends in
medical records. Natural language processing and
text mining have been applied to the identification
of various known medical conditions. One method
maps specific conditions to relevant terms from on-
tologies (curated knowledge bases). For exam-
ple, SNOMED-CT predicted post-operative patient
complications (Murff et al., 2011), and MedLEE
(Friedman et al., 1995) identified colorectal can-
cer cases (Xu et al., 2011), suspicious mammogram
findings (Jain and Friedman, 1997), and adverse
events related to central venous catheters (Penz et
al., 2007). Similarly, the language analysis-based
resource SymText (Haug et al., 1995) has been used
for detecting bacterial pneumonia cases from de-
scriptions of chest X-ray (Fiszman et al., 2000).

While such studies with medical knowledge bases
are useful for disease identification, they mostly
involve conditions with well known markers and
known relationships between words and clinical
concepts typically available once the patient is
symptomatic. However, many cognitive conditions,
such as dementia, as well as other illnesses of inter-
est, are not well understood and their onsets grad-
ually evolve over long periods of time. Further-

more, diagnosing such conditions is often primar-
ily a function of experts’ analysis, transcribed into
notes. Thus, discovering lexical associations with
the progression of these conditions could be tremen-
dously beneficial, and could also help to validate and
enhance the use of resources such as the Alzheimer’s
Disease Ontology (Malhotra et al., 2013).

Topic models have produced interesting results
across domains (Chan et al., 2013; Resnik et al.,
2013; McCallum et al., 2007; Paul and Dredze,
2011). Latent Semantic Indexing (LSI) has been
used in medicine to discover statistical relationships
between lexical items in a corpus. LSI has been used
to supplement the development of a clinical vocab-
ulary associated with post-traumatic stress disorder
(Luther et al., 2011), and for forecasting ambulatory
falls in elderly patients (McCart et al., 2013). How-
ever, LSI often requires around 300–500 concepts
or dimensions to produce stable results (Bradford,
2008). This limitation can be overcome by using
LDA, whose identified groups of related terms are
also more intuitive for human interpretation than LSI
results. Additionally, representing documents by
their LDA topic distribution reduces the dimension-
ality of the feature space. Furthermore, a study with
microtext data demonstrated that document length
influences topic models, and that aggregating short
documents by author can be beneficial (Hong and
Davison, 2010). This finding is relevant for this
study due to the short nature of clinical texts.

This study is concerned with the fusion of lin-
guistic data with structured non-linguistic data, as
well as the integration of distinct models suitable
for each. Approaches to the former case, have been
studied (Ruta and Gabrys, 2000). For the latter case,
integration of classifiers typically involves multiple
models of the same data, e.g. ensemble methods
such as random forests, and often utilizes voting
algorithms to produce the final combined output.
However, here we focus on the combination of two
distinct models: one based on linguistic data and one
on structured non-linguistic data. This setup compli-
cates the use of typical voting methods, and thus we
explore a less frequently studied solution that lever-
ages Bayesian probability to produce posterior dis-
tributions (Bailer-Jones and Smith, 2011).
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1.2 Our Contributions
(1) We compare performance of predictive modeling
with linguistic vs. non-linguistic features, studying
if linguistic features used alone as predictors yield
performance comparable to that of non-linguistic
record data – especially when the latter exclude cog-
nitive assessment scores from expert-administered
tests. Our results show the utility of linguistic data
for dementia prediction, e.g., when relevant struc-
tured data are unavailable in the records, as is often
the case. (2) We explore the use of Latent Dirich-
let Allocation (LDA) (Blei et al., 2003) as textually
interpretable dimensionality reduction of the lexi-
cal feature space into a topic space. We examine
if LDA can transform the sparse term space into
a reduced topic space that meaningfully character-
izes the texts, and we discuss its practical value for
classification. (3) We study the challenge of fus-
ing linguistic and non-linguistic data from records in
additional classification experiments. If fusion im-
proves performance, this would strengthen the util-
ity of records-based linguistic features for disease
prediction. We explore two integration methods:
combining feature vectors computed independently
from structured and text data, or leveraging proba-
bilistic outputs of their respective trained classifiers.

This paper is organized as follows. Section 2 de-
scribes the data for the dementia detection problem.
Section 3 presents our framework and integration.
Section 4 outlines experiments and results. We con-
clude with future directions in Section 5.

2 Dementia Detection Problem: Data

This study makes a secondary use of a data set
from the Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI) (adni.loni.usc.edu). The ADNI
study contains mostly structured data, such as mea-
surements from brain imaging scans, blood, and
cerebrospinal fluid biomarkers. The dataset also
contains optional text fields in which examiners in-
clude notes or descriptions at their discretion.

Each ADNI subject1 is labeled upon entering the
study. ADNI’s original labeling scheme was mod-
ified in later phases of the study, resulting in some
subjects having updated labels, while others remain
unchanged. Therefore, only subjects who joined the

1The ADNI study refers to its participants as subjects.

Normal (NL)

28%

Alzheimer’s Disease (AD)

22%

Late MCI (LMCI )

24%

Early MCI (EMCI )

26%

Figure 1: Distribution of subject diagnostic labels (n =
679). MCI = Mild Cognitive Impairment.

study under the most recent phase, ADNI-2, are in-
cluded in this work. Subjects with a label of SMC
(Significant Memory Complaint; reflecting a self-
reported memory issue) are excluded as it is not a
real diagnostic category outside of ADNI. A sub-
ject’s record must have both unstructured text and
structured data to be included, resulting in 679 us-
able subjects; from here on we refer to their data.

The ADNI-2 phase of the ADNI collection
uses several labels to indicate the progression to
Alzheimer’s Disease: NL (Normal), EMCI (Early
Mild Cognitive Impairment), LMCI (Late MCI), and
AD (Alzheimer’s Disease). The label (class) dis-
tribution of the remaining 679 subjects is relatively
balanced (see Figure 1). Moderately-sized data sets
are common in clinical NLP contexts, where data is
understandably more challenging to collate and ac-
cess. For the text data, we considered text source
files with considerable quantities of information.2

All 679 subjects possess text notes in at least one of
these four files. Entries from these files are aggre-
gated by subject and concatenated to yield one text
document per subject.

There are 22 structured data fields in this ADNI
subset. The problem of missing values in the struc-
tured data was handled through multiple imputa-
tion (using the Amelia II package in R). This pro-
cess uses log-likelihoods to generate probable com-
plete datasets. Most structured data comes from ei-
ther cerebrospinal fluid samples or brain imaging
scans, while three fields correspond to scores on
cognitive exam evaluations: the Clinical Dementia
Rating (CDR), the Mini Mental State Examination
(MMSE), and the Alzheimer’s Disease Assessment
Scale (ADAS13). Importantly, a meaningful dis-
tinction can be made between structured data from
cognitive assessments versus those from biophys-

2See Table in the supplementary documentation.
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ical tests/markers. A cognitive assessment is ad-
ministered by a clinical professional, and thus is
a reflection of that person’s opinion and expertise.
Essentially, cognitive assessment scores are outputs
of professional interpretation, whereas other struc-
tured data are inputs for future interpretation. Cogni-
tive assessments are also usually administered when
providers already suspect dementia, and thus can be
regarded as post-symptomatic. Patients, providers,
and families will benefit from early detection, and
such automated detection can also help prioritize the
scheduling of expert-based cognitive assessments in
resource-strained healthcare environments.

3 Modeling of Linguistic Data

There are three main feature representations for
the linguistic data: bag-of-words (BOW), term-
frequency inverse-document-frequency (tf-idf ) on
top of BOW, and topics from LDA.

Preprocessing and text normalization were per-
formed in Python and NLTK, involving lowercas-
ing, punctuation removal, stop-listing, and number
removal (with exception of age mentions). Be-
sides regular stop-listing, words or phrases reveal-
ing a subject’s diagnostic state (for example MCI)
were removed. Words in a document were lem-
matized to merge inflections (removing distinctions
between for instance cataracts and cataract). Ab-
breviation expansion used lexical lists. The 200
most frequent lexical content bigrams and trigrams
were extracted and concatenated (breast cancer →
breast cancer). Lastly, while dates were removed,
age expressions were kept after conversion and bin-
ning (AGE >=70 <80), as they may be important
for this problem. Ages below 40 were represented
as AGE <40 and ages at or above 90 as AGE >=90.

BOW and tf-idf were implemented using
gensim (Řehůřek and Sojka, 2010). The standard
BOW representation is very sparse, since any
document only contains a small subset of the
vocabulary. An extension weights the terms based
on their distribution in the corpus using tf-idf. Thus
higher weights are assigned to terms which appear
more times in fewer documents, and lower weights
to terms which appear fewer times and/or in more
documents. The feature space of tf-idf corresponds
to standard BOW, but the values are the weights.

LDA is a generative model for identifying latent
topics of related terms in a text corpus, D, which
consists of M documents and is assumed to contain
K topics. Each topic k is essentially follows a multi-
nomial distribution over the corpus vocabulary, pa-
rameterized by φk, which is drawn from a Dirichlet
distribution, i.e., φk ∼ Dir(β). Similarly, each doc-
ument follows a multinomial distribution over the
set of topics in the corpus, also assumed to have a
Dirichlet probability, denoted θi ∼ Dir(α). Work-
ing backwards, the probability of each term in a doc-
ument is determined by the term distribution of its
topic, which is in turn determined by the topic dis-
tribution of the document (Blei et al., 2003).

Under LDA, a document is modeled as a prob-
abilistic distribution over topics, learned from the
occurrence of terms through Collapsed Variational
Bayesian (CVB) inference methods using the Stan-
ford Topic Modeling Toolbox (Teh et al., 2007).3

Since topics are determined based on statistical rela-
tionships of terms, the effectiveness of the model can
be hampered by extremely frequent or infrequent
terms. For these reasons, we filter out the vocabulary
(Boyd-Graber et al., 2014, p. 9) for terms appearing
less than 3 times and the 30 most common terms.4

3.1 Integration with Structured Data Models

Integration is performed on the results of each un-
structured modeling experiment (BOW, tf-idf, and
LDA) and those of each structured ones–with vs.
without cognitive assessment features. For LDA,
only the parameters with the highest performance
are used in integration. The most intuitive form of
integration is concatenation of the feature vectors for
structured and unstructured data. Hence, concatena-
tion refers to joining two vectors of length n and m
into a single new vector of length n+m. This con-
catenated feature vector is used in classification.

The second approach of integration leverages pos-
terior probabilities from the individual (linguistic vs.
non-linguistic) classification models. For each in-
put, a classifier produces a posterior probability of
each class label and selects the most probable as its
output. One classifier is trained on structured data

3Compared to Gibbs sampling (also explored initially),
CVB converged on more sensible topics and performed better
in model development.

4Other cutoff values were explored initially.
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features Xs, and another on unstructured data fea-
tures Xu, resulting in two posterior distributions.
The probability of a class Ck is then denoted as
p(Ck | Xs, Xu). If these distributions are assumed
to be conditionally independent with respect to their
class labels, then by Bayes’ theorem:

p(Ck | Xs, Xu) ∝ p(Ck | Xs) p(Ck | Xu)
p(Ck)

(1)

From here, the class label with the highest probabil-
ity is selected as the output; for details see Bailer-
Jones and Smith (Bailer-Jones and Smith, 2011).

For integration purposes, we use logistic regres-
sion for all classification experiments, implemented
in scikit-learn (Pedregosa et al., 2011) to
compute the posterior probabilities of all classes.
We adopt a regularized logistic regression model to
further improve the predictive accuracy. By incor-
porating a regularization term into the basic logis-
tic regression model, regularized logistic regression
is able to reach a good bias-variance trade-off and
hence achieve a better generalization capability. The
regularization term is comprised of two parameters,
which are C, the inverse of regularization strength,5

and the penalty function (either the L1 or L2 vector
norm). A smallerC corresponds to harsher penalties
for large coefficients. The values of these parameters
are selected through a grid search of possible values,
evaluated by accuracy in cross validation. The pro-
cess is repeated for each labeling scheme.

4 Experimental Study

Each subject is annotated with a dementia status
class label. Each subject’s linguistic and structured
non-linguistic data are used separately or integrated,
as instances for classification.Two different classifi-
cation problems are reported on. One involves all
four classes (NL, EMCI, LMCI, AD). This 4-class
problem is henceforth referred to as Standard. As
discussed, early detection of dementia is critical.
Accordingly, EMCI subjects are of particular inter-
est, as they represent the beginning of the disease’s
progression. In the second experiment, we use 367
subjects having one of these two class labels (187

5It is common in other sources to use λ for the regulariza-
tion strength, but the employed scikit-learn library in-
stead uses C = 1/λ, i.e. the inverse of regularization strength.

NL, 180 EMCI). While this does not perfectly match
the reality of diagnosis, as it excludes the later de-
mentia stages, it could be argued that those later
stages are in less need of automatic analysis since
they are more readily observable.The resulting bi-
nary problem is referred to here as Early Risk.

The results and discussions presented later in this
paper include a comparison to a majority class base-
line, however, this is included merely as a standard
comparison, while the actual comparison of inter-
est is between integration of non-linguistic (with vs.
without cognitive assessment scores) and linguistic
features compared to those groups in isolation.

Held-out Data The data set is randomly split into
80% (n = 544 subjects) for model development
(dev set), and 20% (n = 135 subjects) for final
evaluation (held-out set). Models are only exposed
to the held-out set after satisfactory performance is
achieved using the dev set. Class distributions are
preserved in the dev and held-out sets.

LOO Cross-Validation Although the dev and
held-out sets have similar class distributions, over-
fitting is still a potential issue. For this reason, after
the held-out evaluation is complete, a leave-one-out
cross-validation (LOO or LOOCV) procedure is run
on the entire merged dataset to serve as an additional
evaluation, to either confirm or call into question the
trends from held-out testing, which may be evident
through differences in performance of the same fea-
tures and models. LOOCV is a case of k-fold cross-
validation where k is equal to the number of training
instances, resulting in one fold for every data point
in which all other data points are used for training.

4.1 Topic Exploration and Evaluation
Tuning of the topic number parameter is essential
to finding an appropriate LDA model. This process
is performed by iteratively measuring classification
accuracy at values of K ranging from 5 to 100, in
multiples of 5, using the training data from the held-
out evaluation split. LDA is being used here with
two goals in mind: to improve classification perfor-
mance as a form of dimensionality reduction, as well
as to provide human-interpretable topics. The for-
mer is more convenient and appropriate in the con-
text of this work, but does not necessarily imply
good results for the latter. A clinical expert view-
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ing the output of such a model would likely prefer
fewer topics, each with higher interpretability. Ac-
cordingly, LDA models in classification are exam-
ined with various per-topic metrics known to cor-
relate well with human evaluation. Thus, the best-
performing reduced topic-feature space is selected
for classification results and then additionally ana-
lyzed using the topic coherence metric (Mimno et
al., 2011), which measures how often the most prob-
able words of a topic appear together in documents,
and has been shown to match well with human eval-
uation of topic quality (Boyd-Graber et al., 2014).

4.2 Classification of Standard Labels
The upper part of Table 1 shows the results of struc-
tured vs. linguistic features in isolation for the Stan-
dard problem, while the rest of the table shows
results of integration techniques. Overall, perfor-
mance improved in LOOCV, with a few exceptions
(e.g. tf-idf ), which is likely due to the greater num-
ber of available training instances in this evaluation.

The performance of structured data alone is sub-
stantially higher than the majority class baseline,
and more so when cognitive assessment features
were included (+cognitive), as expected. Im-
portantly, the BOW representation for text data
achieved similar performance compared to the struc-
tured data without cognitive assessment scores,
showing that simple text modeling can be useful in
the common event that structured data are missing.

The benefit of tf-idf appears inconsistent be-
tween held-out and LOOCV evaluations, possibly
attributable to differences in document frequency of
important terms in the different training data (dev vs.
dev+held-out, respectively).

For LDA, performance was dependent on the
number of topics, as seen in Figure 2, with two per-
formance peaks (at K = 60 and K = 85) surpass-
ing BOW. This supports that dimensionality reduc-
tion by LDA can improve performance, but data size
may influence results. This is a limitation of using an
unsupervised algorithm for a supervised task. Per-
formance differences between held-out and LOOCV
indicate overfitting to the dev set in particular.

Table 2a shows 5 of the top 10 topics from the 60
topic model, based on topic coherence. This met-
ric appears to aid in identifying interpretable topics.
For example, Topic 2 is about cognitive assessment,
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Figure 2: Classification accuracy of LDA features
on the held-out set, with increasing number of topics
K (increments of 5).

referencing people in their 60’s. Topic 45 pertains to
regular medical visits (PCP is primary care physi-
cian), with some common concerns of elderly pa-
tients (back, heart). Topic 25 captures heart disease
(cardiac, stent, chest pain) and related visits (hospi-
talization, admitted, discharged).

Linguistic and non-linguistic models are inte-
grated to improve classification performance. Ta-
ble 1 shows results for 16 integrated models (2 non-
linguistic models × 4 linguistic models × 2 inte-
gration methods). Similar trends were observed for
BOW and tf-idf in most cases. Interestingly, inte-
grating with BOW is better than including cognitive
assessment scores for held-out. The LDA-reduced
features are again less consistent than other text fea-
tures, but still comparatively improved performance
in many cases. LDA integration experiments appear
more robust between held-out and LOOCV than
when LDA features were used alone, likely due to
structured features taking the brunt of the decision.

It was predicted that the posterior probability
composition method would yield better results than
vector concatenation. Interestingly, this is not ap-
parent, with many cases revealing the opposite. Yet
overall, the best performing cases include results
where integration is done by this method. One po-
tential limitation of the posterior probability com-
position is that a stronger decision is made when
each of the underlying classifiers produces an asym-
metric posterior class distribution. A limitation of
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Held-out Evaluation Leave-one-out Cross-validation

NL EMCI LMCI AD NL EMCI LMCI AD

Features Acc. P / R P / R P / R P / R Acc. P / R P / R P / R P / R

Baseline (majority class) 32.6% 33 / 100 − / 0 − / 0 − / 0 27.5% 28 / 100 − / 0 − / 0 − / 0

Structured (−cognitive) 51.9% 68 / 73 27 / 28 47 / 23 55 / 88 53.9% 57 / 77 43 / 34 40 / 26 66 / 81
Structured (+cognitive) 55.6% 80 / 84 35 / 38 33 / 20 56 / 79 62.7% 70 / 86 52 / 48 50 / 33 71 / 85

Bag-of-words 48.1% 67 / 55 32 / 38 52 / 46 43 / 54 50.2% 59 / 67 40 / 39 43 / 42 60 / 51
Tf-idf 55.6% 61 / 61 37 / 63 78 / 40 74 / 58 48.9% 49 / 75 39 / 43 49 / 32 73 / 42
LDA(K = 85) 49.6% 57 / 48 39 / 72 65 / 37 53 / 42 39.3% 39 / 62 34 / 32 39 / 29 52 / 32
LDA(K = 60) 50.4% 64 / 61 37 / 66 53 / 23 57 / 50 37.4% 39 / 54 32 / 33 35 / 28 48 / 33

S−cog ∪ Bag-of-words 61.5% 77 / 68 41 / 50 70 / 46 62 / 88 59.8% 69 / 79 48 / 44 45 / 41 73 / 76
S−cog ⊕ Bag-of-words 57.0% 90 / 59 41 / 53 47 / 40 59 / 83 58.3% 69 / 73 46 / 46 45 / 44 75 / 71
S+cog ∪ Bag-of-words 58.5% 78 / 71 35 / 41 59 / 46 61 / 79 61.3% 72 / 79 48 / 43 47 / 44 74 / 80
S+cog ⊕ Bag-of-words 59.3% 88 / 64 39 / 53 56 / 43 63 / 83 61.9% 74 / 80 48 / 48 48 / 45 77 / 75

S−cog ∪ Tf-idf 53.3% 74 / 71 31 / 34 45 / 26 55 / 88 58.0% 62 / 83 49 / 38 45 / 31 68 / 81
S−cog ⊕ Tf-idf 51.1% 83 / 55 37 / 59 39 / 14 51 / 88 59.6% 63 / 83 52 / 43 46 / 30 70 / 82
S+cog ∪ Tf-idf 59.3% 79 / 86 41 / 44 45 / 26 58 / 79 64.7% 73 / 88 53 / 53 52 / 34 72 / 84
S+cog ⊕ Tf-idf 61.5% 95 / 80 45 / 72 42 / 14 57 / 83 65.4% 73 / 89 55 / 53 54 / 35 73 / 85

S−cog ∪ LDA(K = 85) 54.8% 73 / 73 31 / 34 56 / 29 55 / 88 56.4% 60 / 82 46 / 33 42 / 31 70 / 80
S−cog ⊕ LDA(K = 85) 44.4% 80 / 46 28 / 50 27 / 09 50 / 88 56.3% 60 / 79 45 / 36 42 / 30 71 / 81
S+cog ∪ LDA(K = 85) 58.5% 84 / 86 39 / 44 38 / 23 58 / 79 62.0% 70 / 86 49 / 45 46 / 34 74 / 84
S+cog ⊕ LDA(K = 85) 58.5% 90 / 77 44 / 69 36 / 11 53 / 79 63.6% 71 / 87 52 / 48 49 / 35 75 / 85

S−cog ∪ LDA(K = 60) 51.1% 69 / 61 30 / 34 48 / 29 55 / 88 55.7% 59 / 78 47 / 37 40 / 28 69 / 82
S−cog ⊕ LDA(K = 60) 45.9% 78 / 48 30 / 53 33 / 09 49 / 88 56.4% 60 / 78 47 / 37 40 / 30 71 / 82
S+cog ∪ LDA(K = 60) 60.0% 88 / 86 44 / 53 37 / 20 56 / 79 62.4% 72 / 86 50 / 47 45 / 33 74 / 85
S+cog ⊕ LDA(K = 60) 59.3% 92 / 77 45 / 72 33 / 11 54 / 79 62.9% 74 / 86 51 / 48 44 / 34 75 / 84

Table 1: Results on Standard problem (4-classes). Integration by vector concatenation is indicated by∪, and posterior
probability composition by ⊕. Structured (−cognitive) = S−cog , Structured (+cognitive) = S+cog .

ID Top 10 Words

3 corroborated, subjective, continues meet, score, factor, other, SP, AGE >=60 <70,
controlled medication, unremarkable

2 impression, CDR, MMSE, ADLS, AGE >=60 <70, cog, amnestic, global, function, score
17 medical, consistent, status, function, continues, health, occasional, active, daily, functional
45 blood, pressure, month, visit, PCP, diagnosed, dizziness, back, doctor, heart
25 hospital, admitted, discharged, stent, cardiac, went, chest pain, AE, anxiety, total

Table 2a: Five high-ranked topics from the Standard problem with K = 60 (ranked by topic coherence).

ID Top 10 Words

38 completed, visit, reported, mg, performed, protocol, testing, study partner, blood, year
25 criterion, subjective, corroborated, factor, other, AGE >=60 <70, continues meet, score,

memory problems, confounding
55 hip, left, right, removed, normal, arthritis, cataract, eye, allergy, hand
36 year, smoked, ago, pack, o, quit, per day, c, urinary frequency, memory problems
56 work, up, valve, cardiac, aortic, ER, heart, x, cardiologist, visit

Table 2b: Five high-ranked topics from the Early Risk problem with K = 100 (ranked by topic coherence).
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this method is its dependence on strong or accu-
rate decisions from the underlying models. Vec-
tor concatenation is not subject to this limitation,
but has the drawback of potentially overwhelming
a smaller feature set with a larger sparse one. As for
class-specific differences, the NL (normal) and AD
(Alzheimer’s disease) subjects were classified with
higher precision and recall scores than were the MCI
classes in nearly all integration experiments, point-
ing to the challenge of subtler disease stages.

4.3 Classification of Early Risk

In addition to the experiments above, the more spe-
cific problem of distinguishing normal (NL) subjects
from those with early mild cognitive impairment
(EMCI) was also explored. Only LOOCV is per-
formed because the subsampling of NL and EMCI
subjects slightly distorts the class distributions in the
original held-out set. Results are given in Table 3.

As in the Standard problem, all non-linguistic and
linguistic feature types perform well above the ma-
jority class baseline. One major difference here is
that all linguistic data types outperform the struc-
tured features when cognitive assessments are ex-
cluded. This may suggest a potential linguistic dif-
ference in clinical notes at the onset of MCI.

The number of LDA topics is selected as before
(but using the whole Early Risk subsample, as op-
posed to the Standard dev set). Two peaks found
at K = 65 and K = 100 achieve the same classi-
fication accuracy, but do not outperform BOW and
tf-idf. The difficulties LDA faced in the Standard
problem are also faced here, and thus similar per-
formance shortcomings are observed. The ability
to approximately match tf-idf performance is still
noteworthy since the LDA features are a smaller
and denser representation than tf-idf, which may be
more easily interpretable by clinical professionals.

Table 2b shows 5 of the top 10 topics from the
100 topic model trained on the Early Risk subset,
based on the topic coherence metric. A consequence
of a smaller sample of subjects is a smaller vocab-
ulary and thus weaker statistical judgments, Topics
38, 25, 36, and 56 appear to be about routine vis-
its/tests, cognitive evaluations, smoking habits, and
cardiac issues, respectively. Topic 55 is an example
of a chained topic (Boyd-Graber et al., 2014, p. 17),
where unrelated words are linked together through

LOOCV

NL EMCI

Features Acc. P / R P / R

Baseline 51.0% 51 / 100 − / 0

Structured (−cognitive) 67.6% 67 / 73 69 / 62
Structured (+cognitive) 79.8% 78 / 84 82 / 76

Bag-of-words 70.8% 71 / 73 71 / 69
Tf-idf 69.2% 68 / 75 71 / 63
LDA(K = 65) 68.9% 67 / 76 71 / 62
LDA(K = 100) 68.9% 68 / 74 70 / 63

S−cog ∪ Bag-of-words 76.8% 76 / 79 78 / 74
S−cog ⊕ Bag-of-words 76.0% 77 / 77 76 / 76
S+cog ∪ Bag-of-words 77.1% 76 / 80 78 / 74
S+cog ⊕ Bag-of-words 80.7% 80 / 82 81 / 79

S−cog ∪ Tf-idf 72.2% 71 / 78 74 / 66
S−cog ⊕ Tf-idf 72.8% 71 / 79 75 / 66
S+cog ∪ Tf-idf 80.7% 79 / 85 83 / 77
S+cog ⊕ Tf-idf 83.1% 82 / 86 84 / 81

S−cog ∪ LDA(K = 65) 72.2% 71 / 78 74 / 67
S−cog ⊕ LDA(K = 65) 72.5% 71 / 78 74 / 67
S+cog ∪ LDA(K = 65) 79.0% 78 / 82 81 / 76
S+cog ⊕ LDA(K = 65) 79.3% 78 / 83 81 / 76

S−cog ∪ LDA(K = 100) 71.4% 70 / 77 73 / 66
S−cog ⊕ LDA(K = 100) 71.9% 70 / 76 74 / 66
S+cog ∪ LDA(K = 100) 80.4% 80 / 82 81 / 78
S+cog ⊕ LDA(K = 100) 80.9% 80 / 83 82 / 79

Table 3: Classification performance on Early Risk (2
classes). Vector concatenation is indicated by ∪, and
posterior probability composition by ⊕. Structured with
(S+cog) and without (S−cog) cognitive.

shared co-occurring words, in this case with left and
right seeming to link eye and hand, along with their
associated terms cataract and arthritis.

The performance trends for the integrated models
are slightly more consistent for the Early Risk prob-
lem than they were for the Standard problem. When
excluding cognitive assessment scores, all integra-
tion experiments result in a modest improvement,
although there is little to no difference between the
two integration methods employed. This may sug-
gest that results can be achieved without extra so-
phistication provided by posterior probability com-
position, or that further sophistication is needed be-
yond either of these techniques. In general, our re-
sults further justify the integration of linguistic and
non-linguistic features and/or models.
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5 Conclusion and Future Work

We explored classification of dementia progression
status of subjects from a study on Alzheimer’s dis-
ease, and the integration of text data models with
those of structured data, with vs. without cognitive
assessment scores. Experiments support texts’ via-
bility as a useful source for dementia classification,
as an important complement to structured data, or
alone when structured data are missing. LDA was
also studied as interpretable dimensionality reduc-
tion. With a larger sample size, the LDA model
may converge to a more stable set of topics, but
other appropriate public datasets (with both linguis-
tic and non-linguistic data) are presently not avail-
able. An alternative is to apply supervised versions
of LDA (Blei and McAuliffe, 2007; Ramage et al.,
2009). Furthermore, with access to a pool of clini-
cal specialists, it would be useful to integrate experts
in evaluating the latent topics. Chang et al. (2009)
proposed various such human evaluation techniques,
such as the word intrusion task, in which human
evaluators are presented with a list of n high prob-
ability terms of a randomly chosen topic, and one
additional low probability term from that topic, and
asked to identify the former. A drawback is that it
would require access to a large enough pool of de-
mentia specialists.

Other avenues of future work would include the
incorporation of lexical similarity measures from
sources like WordNet.
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Abstract

As self-directed online anxiety treatment and
e-mental health programs become more preva-
lent and begin to rapidly scale to a large num-
ber of users, the need to develop automated
techniques for monitoring patient progress
and detecting early warning signs is at an all-
time high. While current online therapy sys-
tems work based on explicit quantitative feed-
back from various survey measures, little at-
tention has been paid thus far to the large
amount of unstructured free text present in
the monitoring logs and journals submitted
by patients as part of the treatment process.
In this paper, we automatically categorize pa-
tients’ internal sentiment and emotions using
machine learning classifiers based on n-grams,
syntactic patterns, sentiment lexicon features,
and distributed word embeddings. We report
classification metrics on a novel mental health
dataset.

1 Introduction

As mental health awareness becomes more
widespread, especially among at-risk populations
such as young adults and college-aged students,
many institutions and universities are beginning to
offer online anxiety and depression treatment pro-
grams to supplement traditional therapy services. A
key component of these largely self-directed pro-
grams is the regular completion of journals, in which
patients describe how they are feeling. These jour-
nals contain a wide variety of information, including
a patient’s specific fears, worries, triggers, reactions,
or simply status updates on their emotional state. At

current time, these journals are either reviewed by
therapists (who are vastly outnumbered by the users)
or left unused, with the assumption that simply talk-
ing about negative emotions is therapy in and of it-
self. We see a large and novel opportunity for ap-
plying natural language techniques to these unstruc-
tured mental health records. In this paper, we focus
on analyzing the sentiment of patient text.

The largest motivator of existing sentiment analy-
sis research has arguably been the detection of user
sentiment towards entities, such as products, com-
panies, or people. We define this type of problem
as external sentiment analysis. In contrast, when
working in the mental health domain (particularly
with self-reflective textual journals), we are trying
to gauge a patient’s internal sentiment towards their
own thoughts, feelings, and emotions. The differ-
ences in goals, types of sentiment, and distribution
of polarity presents unique challenges for applying
sentiment analysis to this new domain.

One key aspect that sets our task apart from tra-
ditional sentiment analysis is our treatment of polar-
ity classes. Traditionally, sentiment is categorized
as either positive, negative, or neutral. In contrast,
we subdivide the neutral polarity class into two dis-
tinct classes: both positive and negative and neither
positive nor negative. We justify this decision based
on several studies showing the independent dimen-
sions of positive and negative affect in human emo-
tion (Warr et al., 1983; Watson et al., 1988; Di-
ener et al., 1985; Bradburn, 1969), and feel that is
a more appropriate framework for our domain. This
choice represents a novel characterization of senti-
ment analysis in mental health, and is one we hope
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to see made in future studies in this domain.
Our primary focus in this paper is on the au-

tomatic and reliable categorization of patient re-
sponses as positive, negative, both positive and neg-
ative, or neither positive nor negative. Such a sys-
tem has far-reaching implications for the online ther-
apy setting, in which automatic language analysis
can be incorporated into existing patient evaluation
and progress monitoring, or serve as an early warn-
ing indicator for patients with severe cases of de-
pression and/or risk of suicide. Additionally, tools
based on this type of internal sentiment analysis can
provide immediate feedback on mental health and
thought processes, which can become distorted and
unclear in patients stuck in anxiety or depression.
In the future, sentiment-based mental health mod-
els can be incorporated into the characterization and
treatment of patients with autism, dementia, or other
broadly-defined language disorders.

In short, our main contributions are summarized
by the following:

• We present a novel sentiment analysis dataset,
annotated by psychology experts, specifically
targeted towards the mental health domain.

• We introduce the notion of subdividing the tra-
ditional neutral polarity class into both a dual
polarity sentiment (both positive and negative)
and a neither positive nor negative sentiment.

• We identify the unique challenges faced when
applying existing sentiment analysis tech-
niques to mental health.

• We present an automatic model for classifying
the polarity of patient text, and compare our
work to models trained on existing sentiment
corpora.

2 Related Work

From a technical point of view, our methods fall
squarely in the realm of sentiment analysis, a field
of computer science and computational linguistics
primarily concerned with analyzing people’s opin-
ions, sentiments, attitudes, and emotions from writ-
ten language (Liu, 2010). In our paper, we apply
sentiment analysis and polarity detection techniques
to the largely untapped mental health domain.

In the past decade, sentiment analysis techniques
have been applied to a wide variety of areas. Al-
though the majority of work has dealt in areas out-
side of mental health, we must discuss the bulk of
previous sentiment analysis research, from which
our techniques are derived.

Given the explosive rise in popularity of social
media platforms, a large number of studies have fo-
cused on user sentiment in microblogs such as Twit-
ter (Barbosa and Feng, 2010; Pak and Paroubek,
2010; Agarwal et al., 2011; Kouloumpis et al., 2011;
Nielsen, 2011; Wang et al., 2011; Zhang et al., 2011;
Montejo-Ráez et al., 2012; Spencer and Uchyigit,
2012; Montejo-Ráez et al., 2014; Tang et al., 2014).
Other studies have explored user sentiment in web
forum opinions (Abbasi et al., 2008), movie reviews
(Agrawal and Siddiqui, 2009), blogs (Melville et
al., 2009), and Yahoo! Answers (Kucuktunc et al.,
2012). As we will show, the models proposed in all
of these works cannot be directly transferred to po-
larity detection in mental health (as sentiment anal-
ysis remains a largely domain-specific task), but our
initial techniques are largely based on these previous
works.

Although the majority of sentiment analysis has
focused on user opinions towards entities, there are
studies in domains more directly related to our area.
One such study analyzed the sentiment of suicide
notes (Pestian et al., 2012). Another mined user
sentiment in MOOC discussion forums (Wen et al.,
2014).

Sentiment analysis and polarity detection tech-
niques are widely varied (Mejova and Srinivasan,
2011; Feldman, 2013), and as this research area is
still garnering a great deal of interest, many studies
have proposed novel methods. These include topic-
level sentiment analysis (Nasukawa and Yi, 2003;
Kim and Hovy, 2004), phrase-level sentiment analy-
sis (Wilson et al., 2009), linguistic approaches (Wie-
gand et al., 2010; Benamara et al., 2007; Tan et
al., 2011), semantic word vectorization (Maas et al.,
2011; Tang et al., 2014), various lexicon-based ap-
proaches (Taboada et al., 2011; Baccianella et al.,
2010), information-theoretic techniques (Lin et al.,
2012), and graph-based methods (Montejo-Ráez et
al., 2014; Pang and Lee, 2004; Wang et al., 2011). In
recent years, approaches based on deep learning ar-
chitectures have also shown promising results (Glo-
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rot et al., 2011; Socher et al., 2013). As a starting
point for our new internal sentiment analysis frame-
work, in this paper we apply more straightforward
approaches based on linear classifiers.

3 Dataset

In this section, we detail the construction of our
mental health sentiment dataset. While not yet pub-
licly available, we plan to release our data in the near
future.

In order to build a dataset of real patient re-
sponses, we partnered with TAO Connect, Inc.1, an
online therapy program designed to treat anxiety, de-
pression, and stress. This program is being imple-
mented in several universities around the country,
and as such, the primary demographic is college-
aged students.

As part of the TAO program, patients complete
several self-contained content modules designed to
teach awareness and coping strategies for anxiety,
depression, and stress. Additionally, patients regu-
larly submit several types of journals and logs per-
taining to monitoring, anxiety, depression, worries,
and relaxation. The free text contained in these logs
is the source of our dataset. In total, we collected
4021 textual responses from 342 unique patients,
with submission dates ranging from April 2014 to
November 2015. Patients were de-identified and
the collection process was part of an IRB-approved
study. Responses typically range from single sen-
tences to a single paragraph, with an average of
39 words per response. We show a complete word
count distribution in Figure 1.

To help transform our collection of free text re-
sponses into a classification dataset suitable for po-
larity prediction, we solicited the expertise of three
psychology undergraduates (all female) under the
supervision of one psychology professor (male) to
provide polarity labels for our response documents.
The annotators were tasked with reading each indi-
vidual response, and assigning it a label of positive,
negative, both positive and negative, or neither pos-
itive nor negative. The inter-rater agreement relia-
bility (Cohen’s kappa) between annotators 1 and 2
was 0.5, between annotators 2 and 3 was 0.67, and
between annotators 1 and 3 was 0.48. The overall

1http://www.taoconnect.org/

0 50 100 150 200

Number of Words in Response

0

50

100

150

200

250

300

350

400

450

N
u

m
b

e
r 

o
f 

R
e
sp

o
n

se
s

Word Count Distribution

Figure 1: Distribution of word counts per response for our col-

lected dataset. On average, each response contains 39 words,

with a minimum of two words and a maximum of 762 words.

30 responses had more than 200 words, which we do not show.

Annotator POS NEG BOTH NEITHER
Annotator 1 494 2569 556 402
Annotator 2 321 2509 552 638
Annotator 3 531 2152 383 954

Final 414 2545 510 548
Table 1: Label counts per annotator, as well as the the final

dataset label counts obtained via a majority-voting scheme. For

brevity, we denote the positive label as POS, negative as NEG,

both positive and negative as BOTH, and neither positive nor

negative as NEITHER.

agreement reliability between all annotators (Fleiss’
kappa) was 0.55. We used a majority-vote scheme
to assign a single label to each piece of text, where
62% of the documents had full annotator agreement,
35% had a clear label majority, and only 3% had no
majority, in which case we picked the label from the
annotator with the best aggregate reliability. Table 1
shows label counts for each annotator, as well as the
final count after applying the majority-vote process.

To provide a clearer picture of the types of re-
sponses in our dataset, we present one short concrete
example of each polarity class below.

• Positive - I tried to say good things for them
since I know there was a lot of arguments hap-
pening.

• Negative - I don’t do well at parties, I’m not
interesting.

• Both Positive and Negative - I shouldn’t have
taken things so seriously.

• Neither Positive nor Negative - I wrote in my
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journal, and read till I was tired enough to fall
asleep.

In the above examples, the challenges of applying
sentiment analysis and traditional text classification
techniques to self-reflective text becomes more ap-
parent. For instance, the positive example mentions
arguments, typically associated with negative senti-
ment, while the negative example mentions parties,
a word usually associated with a positive connota-
tion. Additionally, the both positive and negative ex-
ample exhibits subtle cues that differentiate it from
the other three polarity classes.

4 Method

To predict polarity from patient text, we employ
several established machine learning and text classi-
fication techniques. We begin by preprocessing the
annotated patient responses, which we refer to inter-
changeably as documents. We then extract several
types of attributes from each response, referred to as
features. The extracted features and polarity annota-
tions are used to build a logistic regression classifier,
which is a linear machine learning model we use to
predict the final polarity label. In this section, we
describe each step in detail.

4.1 Preprocessing
Starting with the raw documents obtained from

our data collection process, we apply several tradi-
tional preprocessing steps to the text. First, based
on experimental feedback, we convert all the text
to lowercase and strip all documents of punctua-
tion following a standard tokenization phase. While
these are relatively standard steps, it should be ex-
plicitly noted that we did not remove stop words
from our corpus, which is a common preprocessing
technique in other domains, due to lowered classifi-
cation performance. This can be partially explained
by the nature of our domain; for example, the phrase
“what if” tended to be associated with worrying
about the future - traditionally, both of these words
are considered stop words and filtered out, losing
valuable information for our task.

4.2 Feature Extraction
Next, we extract several types of features from

the preprocessed documents. In our experiments, we

evaluate classification performance with various fea-
ture subsets.

4.2.1 N-Gram Features and POS Tags
As a starting point for our experiments with this

new domain, the most numerous of our extracted
features are derived from a traditional “bag of n-
grams” approach, in which we create document vec-
tors comprised of word unigrams, bigrams, and/or
trigram counts. As previous works have shown, this
allows the capture of important syntactical informa-
tion like negation, which would otherwise be missed
in a standard “bag of words” (i.e., unigrams only)
model.

In order to constrain the scope of later feature sub-
set experiments, we first obtain the n-gram combina-
tion resulting in the best performance for our newly
created dataset. We denote this optimal n-gram set-
ting as the “n-grams only” model in later experi-
ments. In this experiment, we perform a 10-fold
cross-validated randomized parameter search using
six possible word n-gram combinations: unigrams,
bigrams, trigrams, unigrams + bigrams, bigrams +
trigrams, and unigrams + bigrams + trigrams. We
split cross-validation folds on responses, as we ex-
pect patient responses to be independent over time.
All extracted n-gram counts are normalized by tf-
idf (term frequency-inverse document frequency), a
common technique used for describing how impor-
tant particular n-grams are to their respective docu-
ments. The results of this n-gram comparison exper-
iment are shown in Figure 2, where it is clear that us-
ing a combination of unigrams and bigrams resulted
in the best performance.

In an effort to capture more subtle patterns of
grammatical structure, we also experiment with aug-
menting each document with each word’s Penn-
Treebank part-of-speech (POS) tag. In these exper-
iments, we augment our documents by appending
these tags, in order, to the end of every sentence, al-
lowing for our n-gram extraction methods to capture
syntactic language patterns. During the tokenization
process, we ignore any n-grams consisting of both
words and part-of-speech tags.

4.2.2 Sentiment Lexicon Word Counts
One of the more rudimentary sentiment analysis

techniques stems from the use of a sentiment dictio-
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Figure 2: Classification results using only word n-gram features for our 4-class polarity dataset. Results were obtained following

a 10-fold cross-validated randomized hyperparameter search. A combination of unigrams and bigrams resulted in the best metrics.

As seen by the final cluster, adding trigrams to this subset resulted in a performance decrease. Thus, when we use n-gram features

in later experiments, we only consider the combination of unigrams and bigrams.

nary, or lexicon, which is a pre-existing collection
of subjective words that are labeled as either posi-
tive or negative. Using the sentiment lexicon from
(Liu, 2012)2, we count the number of positive and
negative words occurring in each document and in-
corporate the counts as two additional features.

4.2.3 Document Word Count

In our initial analysis, we discovered that often-
times the most negative text responses were associ-
ated with a larger word count. Although the corre-
lation is relatively weak across the entire corpus, we
nonetheless include a word count of each document
as a feature.

4.2.4 Word Embeddings

Based on the recent successes of distributed
word representations like Word2Vec (Mikolov et
al., 2013) and GloVe (Pennington et al., 2014), we
sought to harness these learned language models for
predicting sentiment polarity. Although primarily
used in deep learning architectures, we show that
these representations can also be useful with linear
models. Unlike our other features, the individual
features contained in word embeddings are indeci-
pherable; however, as we show in the results section,
they contribute to the overall success of our classifi-
cation.

In our experiments, we utilize a publicly avail-

2https://www.cs.uic.edu/ liub/FBS/sentiment-analysis.html

able Word2Vec model pre-trained on Google News3,
containing 100 billion words. Each unique word in
the model is associated with a 300-dimensional vec-
tor. For each of our documents, we include the mean
word vector derived from each individual word’s
embedding as 300 additional features.

5 Four-Class Polarity Prediction

Because our new dataset introduces a clear dis-
tinction between text labeled as both positive and
negative and neither positive nor negative (tradition-
ally, both of these classes are grouped together as
neutral), there are no baselines for which to com-
pare our experiments. We offer our results for this
scenario as a launching point for future studies on
polarity detection in mental health. For this sce-
nario, we show the results of each feature extraction
method individually, as well as the results for the
combination of all features. All results are evaluated
via 10-fold cross-validation, with folds split on re-
sponses. Results are shown in Figure 3, where it is
clear that optimal performance is achieved using the
model trained on all features. Our methods gave rise
to an overall classification accuracy of 78%.

From Figure 3, it is apparent that of all individual
features, n-grams perform the best. The relatively
strong performance of n-gram features tends to align
with our expectations, given the widespread use of
n-gram features across all types of text classifica-

3https://code.google.com/p/word2vec/
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Figure 3: Classification performance for the 4-class polarity prediction task. We show results for each feature set individually, as

well as the combination of all features. Using all extracted features results in the highest accuracy, F1, precision, and recall.

tion problems. However, what is more surprising is
the relatively weak results for the sentiment lexicon
features, given their popularity in modern sentiment
analysis. Additionally, the word embedding features
also gave rise to better performance than expected,
especially considering that we used the Word2Vec
embeddings with linear models as opposed to the
more traditional deep learning architectures. Finally,
we see optimal performance across all metrics when
using the combination of all features.

Using the optimal model from Figure 3, we show
the individual class metrics for precision, recall, F1,
and overall accuracy in Table 2. It is apparent that
the both positive and negative class proves espe-
cially difficult to classify. This is explained in part
by the previously mentioned class imbalance issue
- when the majority of the corpus is negative, it be-
comes difficult for the classifier to differentiate be-
tween sentiment comprising of mostly positive po-
larity, and sentiment comprising of some positive
polarity. The low recall of the both positive and neg-
ative class clearly points towards the need for more
research in this area.

6 Binary Polarity Prediction

In this section, we experiment with using ex-
isting sentiment analysis corpora to perform tradi-
tional two-class polarity prediction on our dataset,
and compare the results to a cross-validation ap-
proach, split on responses, trained on our dataset
alone. The primary purpose is to gauge the effective-
ness of classifiers trained on existing sentiment cor-
pora as applied to the mental health domain. State of

Class Precision Recall F1
Positive 0.63 0.32 0.42
Negative 0.74 0.96 0.84

Both 0.58 0.16 0.26
Neither 0.77 0.47 0.59
Overall Accuracy 0.78

Table 2: Polarity prediction results for the full 4-class version

of our dataset. For brevity, the polarity class both positive and

negative is denoted as Both, and the class neither positive nor

negative is denoted as Neither.

the art sentence-level binary polarity detection accu-
racy is reported as 85.4% (Socher et al., 2013) us-
ing deep learning models and a specialized movie
review dataset, and while our models are compu-
tationally more simple and use different features,
we incorporate such existing corpora in our exper-
iments. Since our full dataset consists of four po-
larity labels, whereas traditional sentiment analysis
only uses two, for these experiments we only con-
sider the responses from our dataset belonging to the
positive and negative classes.

We begin by training our model on existing sen-
timent datasets only. The first is a large-scale Twit-
ter sentiment analysis dataset4 which automatically
assigns polarity labels based on emoticons present
in user tweets (we denote this dataset as “Twitter”).
The next is a collection of IMDB movie reviews
published by (Maas et al., 2011) at Stanford Univer-
sity5 (we denote this dataset as “Stanford”). We also
use two movie reviews datasets from (Pang et al.,

4http://help.sentiment140.com/for-students/
5http://ai.stanford.edu/ amaas/data/sentiment/
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Figure 4: Classification results for the positive vs. negative prediction setting using 5 external sentiment corpora and cross-

validated results on our own binary dataset (TAO 2-Class). The precision, recall, and F1 scores are reported using a weighted

average incorporating the support of each class label. For all metrics, training on our dataset (TAO 2-Class) yields better results

than using models trained on existing sentiment corpora.

Dataset # Positive # Negative
Twitter 797792 798076

Stanford 25000 25000
Cornell 1000 1000

Cornell Sentence 5221 5212
UMich 3995 3091

Table 3: Existing sentiment corpora summary.

2002) at Cornell University6, where one is geared to-
wards document-level sentiment classification (de-
noted as “Cornell”), and the other towards sentence-
level classification (denoted as “Cornell Sentence”).
Our final dataset is a collection of web forum opin-
ions collected by the University of Michigan as
part of a Kaggle competition7 (which we denote as
“UMich”). The number of documents of each senti-
ment class, per dataset, is given in Table 3.

Using all features from the previously outlined ex-
traction process, we train a separate model on each
of the five existing sentiment analysis corpora. Op-
timal hyperparameters for each experiment were se-
lected via a randomized parameter search in con-
junction with three-fold cross validation. In each
case, the trained models were tested against the bi-
nary version of our dataset. Additionally, we per-
form the same extraction and fine-tuning process to
construct a model trained on our new dataset alone.
For this experiment, we report the results after a 10-

6https://www.cs.cornell.edu/people/pabo/movie-review-
data/

7https://inclass.kaggle.com/c/si650winter11/data

fold cross-validation process split on responses. A
summary of accuracy, precision, recall, and F1 score
for the binary prediction setting is shown in Figure 4,
where it is apparent that the best performance occurs
when using our dataset, pointing towards the need
for collecting custom mental health datasets for this
new type of internal sentiment analysis. Our binary
polarity model resulted in 90% classification accu-
racy.

7 Important Features

In this section, we wish to understand which fea-
tures are most discriminative in predicting whether a
piece of text is positive, negative, both positive and
negative, or neither positive nor negative. These fea-
tures (all of which are naturally-interpretable aside
from the word embeddings) can serve as useful indi-
cators for therapists and future mental health polar-
ity studies.

To evaluate our features, we examine the weight
matrix of a randomized logistic regression classi-
fier trained on our full four-class polarity dataset.
The feature weights corresponding to each of the
four classes give an idea of the relative importance
of each feature, and how discriminative they are as
compared to the remaining three classes. We sum-
marize the 10 most important features per class in
Table 4.

Much can be gleaned from an informal inspec-
tion of these top features. For example, while the
words found in the positive and negative polarity
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Positive Negative Both Positive and Negative Neither Positive nor Negative
was able worried but work

no anxiety $RB $VBG okay nothing
calm <W2V-81> nt worry $IN $NNP

nothing terrible $VBN $IN $NNS $PRP to the
great worried about $VB $RB slowly
better worried that eventually can

did well nt do not as <W2V-129>
no worries <W2V-96> instead <W2V-230>
not anxious stressed although study

hopeful <W2V-168> actually not sure
Table 4: Top 10 features per class from a randomized logistic regression model, trained on our mental health dataset. Features

with a $ symbol are part-of-speech tags (using our POS n-gram method). All individual word embedding features, obtained via a

pre-trained Word2Vec embedding, are denoted as <W2V-X>, where X is the dimension index of the embedding vector. The POS

tags shown are are as follows: $RB = adverb, $VBG = present participle verb, $VBN = past participle verb, $IN = preposition, $JJ

= adjective, $NNS = plural noun, $PRP = personal pronoun, $VB = base form verb, $NNP = singular proper noun.

classes are clearly characteristic of their respective
labels (with negative words pertaining mostly to
worry and stress), the words found in the both posi-
tive and negative class are more indecisive in nature
(‘but’, ‘eventually’, ‘although’, ‘actually’). Words
from the neither positive nor negative class carry
less surface-level emotional significance. The part-
of-speech patterns are more difficult to interpret, but
these results point towards the need for future explo-
ration.

8 Conclusion

In this paper, we introduced the notion of apply-
ing sentiment analysis to the mental health domain,
and show that existing techniques and corpora can-
not be simply transferred to this new setting. We de-
veloped baseline classification techniques grounded
in the results from previous works, and show the
benefit of spending resources on creating new men-
tal health datasets explicitly focused on patient sen-
timent. We introduced the notion of splitting the po-
larity class traditionally defined as neutral into two
sub-classes, and demonstrated the new challenges
that decision brings as it pertains to the automatic
classification of patient sentiment in mental health
text.
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Abstract

The sharing of emotional material is central to
the process of psychotherapy and emotional
problems are a primary reason for seeking
treatment. Surprisingly, very little systematic
research has been done on patterns of emo-
tional exchange during psychotherapy. It is
likely that a major reason for this void in the
research is the enormous cost of annotating
sessions for affective content. In the field of
NLP, there have been major strides in the cre-
ation of algorithms for sentiment analysis, but
most of this work has focused on written re-
views of movies and twitter feeds with lit-
tle work on spoken dialogue. We have cre-
ated a new database of 97,497 utterances from
psychotherapy transcripts labeled by humans
for sentiment. We describe this dataset and
present initial results for models identifying
sentiment. We also show that one of the best
models from the literature, trained on movie
reviews, performed below many of our base-
line models that trained on the psychotherapy
corpus.

1 Introduction

People often seek psychotherapy because they feel
emotionally distressed (e.g. anxious, unable to
sleep). For well over a century, researchers and prac-
titioners have consistently acknowledged the cen-
tral role emotions play in psychotherapy (Freud and
Breuer, 1895; Lane et al., 2015). Emotion, or af-
fect, is directly involved in key concepts of psy-
chotherapeutic process and outcome, including the
formation of the therapeutic alliance (Safran and

Muran, 2000), an individual’s process of decision
making (Bar-On et al., 2004; Isen, 2008) , behavior
change (Lang and Bradley, 2010), personality style
(Mischel, 2013), and happiness (Gross and Leven-
son, 1997). Affect is implicated in human memory
(Schacter, 1999), and is an essential building block
of empathy (Elliott et al., 2011; Imel et al., 2014a).
The particular role of affect in different psychother-
apy theories varies from encouraging patients to ac-
cess and release suppressed emotions (as in psycho-
analysis; e.g. (Kohut, 2013)) to identifing the im-
pact of cognition on emotion (as in rational-emotive
behavior therapy; (Ellis, 1962)). Carl Rogers, a pro-
genitor of humanistic / person-centered therapy, the-
orized that empathy involved a therapist experienc-
ing a client’s affect as if it were his or her own, and
that empathy constituted a necessary ingredient for
human growth and change (Rogers, 1975). Empathy
and emotion continues to be a primary area of re-
search in psychological science (Decety and Ickes,
2009).

In psychotherapy, there are many ways that clients
and therapists communicate how they are feeling
(e.g., facial expression (Haggard and Isaacs, 1966),
body positioning (Beier and Young, 1998), vocal
tone (Imel et al., 2014a), but clearly one is the words
they use. For example, there is evidence that greater
use of affect words predicts positive treatment out-
come (Anderson et al., 1999; Stalikas, 1995). Sim-
ilarly, Mergenthaler (1996) developed a theory on
how the pattern of emotional expression should pro-
ceed between a client and therapist. However, this
research has been limited to dictionary based meth-
ods (see also Mergenthaler (2008)). Until very re-
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cently, the exploration of emotion in psychotherapy
has been limited by the lack of methodology for
looking at sentiment in a more nuanced way.

2 Sentiment Analysis

There is a long tradition in the field of Natural Lan-
guage Processing (NLP) for trying to correctly iden-
tify the sentiment of passages of text and as a re-
sult there are a large number of techniques that have
been tested (for a review on the subject, see Pang and
Lee (2008)). Some common methods involve us-
ing n-grams combined with classifier models (SVM,
CRF, Naive Bayes) to identify the sentiment of sen-
tences or passages (Pak and Paroubek, 2015). An-
other method involves using pre-compiled dictionar-
ies of common terms with their polarity (positive or
negative) (Baccianella et al., 2010). As with many
NLP methods, researchers have attempted to go be-
yond the mere presentation of words and use sen-
tence structure and contextual information to im-
prove accuracy. Along these lines, more recently
researchers have used deep learning techniques to
improve accuracy on sentiment datasets, with some
success (Maas et al., 2011; Socher et al., 2013).

2.1 Domain Adaptation: Why Create A New
Sentiment Dataset

The purpose of this project is to create and evalu-
ate a dataset for training machine learning sentiment
analysis models that could then be applied to the do-
main of psychotherapy and mental health. Pang and
Lee (2008) have pointed out that sentiment analy-
sis is domain specific. Thus, creating a sentiment
dataset specific to psychotherapy addresses the pos-
sibility that the words and ratings used to train mod-
els in other contexts may have very different conno-
tations than those in spoken psychotherapy. For ex-
ample, if one were reviewing a movie and wrote that
‘the movie was very effective emotionally, deeply
sad’, this might be rated as a very positive state-
ment. But in a therapy session, the word ‘sad’ would
be more likely to be used in the context ‘I am feel-
ing very sad’. Moreover, there are many words that
might be extremely rare in other datasets, but are
very common in psychotherapy. For example, the
word ‘Zoloft’ (an anti-depression medication) may
never occur in a movie review dataset, but it occurs

381 times in our collection of therapy transcripts.
Moreover, psychotherapy text typically comes from
transcribed dialogue - not written communication.
Modeling strategies that work well on written text
may perform poorly on spoken language. For ex-
ample, methods that require parse trees (recursive
neural nets) may have difficulty on the disfluencies,
fillers and fragments that come from dialogue.

Databases used for sentiment analysis have come
from a variety of written prose ranging from classic
literature (Yussupova et al., 2012; Qiu et al., 2011;
Liu and Zhang, 2012), news articles (see Pang and
Lee (2008) for a list of databases), to social me-
dia text (for examples see Bohlouli et al. (2015),
Gokulakrishnan et al. (2012) and Pak and Paroubek
(2015)). Databases have been created from archived
text via the Internet. Additionally, researchers have
used a variety of techniques to harvest a live feed
of tweets and posts from social media outlets as
Twitter and Facebook, respectively, so as to access
fresh data (Bohlouli et al., 2015). Virtually all of
the databases for sentiment analysis are written and
none (that we are aware of) come from a mental
health domain.

3 Data Collection

Data were obtained from a large corpus of psy-
chotherapy transcripts that are published by Alexan-
der Street Press (http://alexanderstreet.com/). These
transcripts come from a variety of different the-
oretical perspectives (Psychodynamic, Experien-
tial/Humanistic, Cognitive Behavioral and Drug
Therapy/Medication Management) (Imel et al.,
2014b). Importantly, these transcripts are available
through library subscription and can be downloaded
from the web. As a result they can be shared more
easily than a typical psychotherapy datasets. At
the time of writing, there were 2,354 sessions, with
514,118 talk turns.

Figure 1: Example Mechanical Turk Rating

Before sampling from the dataset, we segmented
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talk turns on sentence boundaries (based on periods,
exclamation and question marks). We refer to these
discrete units as ‘utterances’. We also excluded any
talk turns that were shorter than 15 characters (a
large part of the dataset consists of short filler text
like ’mm-hmm’, ’yeah’, ’ok’ that are neutral in na-
ture). We left in non-verbal indicators that were tran-
scribed like ‘(laugh)’ or ‘(sigh)’. We randomly sam-
pled from the entire dataset of utterances that met
the criteria for length, without any stratification by
session.

We used Amazon Mechanical Turk (MTurk) to
code the dataset for sentiment. We limited the work-
ers to individuals in the United States to reduce the
variability in the ratings to only US English speak-
ers. In addition, we required that workers were all
‘master’ certified by the system (which means that
they had a track record of successfully performing
other tasks). We packaged each utterance with a set
of 7 others that were all completed at the same time
(though all were selected randomly and were not in
order). Workers were told that the utterances came
from transcripts of spoken dialogue, and as a result
are sometimes messy, but to try their best to rate
each one. For each rating, workers were given the
following five options: Negative, Somewhat Nega-
tive, Neutral, Somewhat Positive, Positive (see fig-
ure 1 to see the exact presentation). Each utterance
in the main dataset was rated by one person.
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Figure 2: Distribution of Sentiment Ratings

3.1 Interrater Dataset

In addition to the main dataset, where one worker
rated each utterance, we created another dataset
where a random selection of 100 utterances were
rated by 75 workers each. The purpose of this
dataset was 1) to estimate the numeric interrater re-
liability of human coding of sentiment and 2) to be
able to see the distribution of sentiment ratings for
different utterances.

4 Data Description

4.1 Sentiment Dataset Description

The sentiment ratings were completed by 221 dif-
ferent workers on MTurk. The workers completed
97,497 ratings. The mean length of the utterances
was 13.6 (SD = 11.1) and the median length was
10 words. The most frequent rating was neutral
(59.2%) and the ratings generally skewed more neg-
ative than positive (see figure 2).

There was a similar trend to the one observed by
Socher et al. (2013) that shorter sentences tended to
be more neutral than longer ones. Though in con-
trast, even in longer phrases, our dataset skewed
more negative and had a larger neutral percentage.
This makes sense, given that the dataset comes from
a collection of psychotherapy transcripts where par-
ticipants are likely to be discussing the problems that
brought the client to psychotherapy.

4.2 Data Splits

From the overall collection of 97,497 ratings we ran-
domly split the data into a training, development
and test set. We allocated 60% to the training set
(58,496), 20% to the development (19,503) and 20%
to the test set (19,498).

4.3 Interrater Dataset Description

The interrater dataset was used to determine the
level of interrater agreement when rating sentiment
in this dataset. We used the Intraclass Correlation
Coefficient (ICC) to assess this agreement (Shrout
and Fleiss, 1979). Using a two way random effects
model for absolute agreement, treating the data as
ordinal, the ICC was .541. (95% CI [.47, .62])2.

1This rated “fair” by the criterion of Cicchetti (1994)
2CI=Confidence Interval
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Figure 3: Distribution of Sentiment Ratings by Length of Utterance

The interrater set provides an illustration of how
different types of utterances produce different re-
sponses in people. We present several examples in
figure 4 that were chosen to illustrate different pat-
terns in ratings. As can be seen in the examples,
there are certain ratings where the vast majority of
raters agree on the sentiment. For example ‘and
then left the house’ was rated neutral by most of the
raters. Another example, ‘no, I don’t even like him’
was agreed to be some degree of negative by most
raters. Another utterance that was generally rated
positive was ‘(chuckling) but I know I didn’t feel
as good as I do now’. But even in examples where
the vast majority of raters agreed on the direction
of the rating (positive or negative) there was almost
never complete agreement on the degree of senti-
ment. This finding lends support to the method of
training models that predict the polarity of the sen-
timent, but not the degree (Socher et al., 2013). In
many utterances a large proportion of raters agreed a
phrase was not neutral, but there was low agreement
on what direction of the sentiment was. The example
‘see I don’t need any therapy’ illustrates this point.
The modal rating was neutral, but the example had
a wide distribution of ratings. Different raters had
very different views on the sentiment of the sen-
tence. It is possible that these different assesments
could map onto ways in which therapists might view
such a statement - some taking it at face value and
an indicator a client was doing well, while others
might view it as a failure to acknowledge problems
that brought them to psychotherapy.

5 Models

We tested several common NLP models to predict
the labels on the dataset from the text. The purpose
of the modeling was to build baseline measures that
could serve as comparisons for future studies.

5.1 Features

We tested the models with several n-gram combi-
nations. Grams were created by parsing on word
boundaries without separating out contractions. For
example, the word “don’t” would be left as a sin-
gle gram. Each model was tested with 1) unigram
features 2) unigram + bigram features 3) unigram,
bigram and trigram features.

5.2 Evaluation

All of the models were evaluated on how well they
predicted the course sentiment labels, which were
‘positive’, ‘negative’ and ‘neutral’. We used sev-
eral metrics: 1) Overall accuracy predicting labels
2) F1-Score for each of the labels and 3) Cohen’s
Kappa (weighted). Because the base rate for neutral
was high in our dataset, the Kappa metric probably
gives the best overall measure of the performance
of these models, correcting for chance agreement on
neutral ratings. Although accuracy is reported in the
table, we feel that Kappa is a better metric because
in our dataset, an accuracy of .59 could be achieved
by guessing the majority class.

All models were tuned against the development
set. Once the final hyperparameters were selected
for each model, they were trained on both the train-
ing and development set and run once against the
test set.
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Figure 4: Examples Rating Distributions from Interrater Set

6 Classifier Model

We tested each of the feature sets with a Maximum
Entropy Model. The L1 regularization on each of
the models was tuned against the development set.
The model functioned as local classifier (that is, they
could only see each utterance in isolation, without
any surrounding information from the session from
which it was drawn).

In addition, we tested a pre-trained version of
the Stanford sentiment model based on a Recursive
Neural Network as a comparison for how a model
that was trained on movie reviews would perform on
psychotherapy dialogue (Socher et al., 2013). Be-
cause of the way that this model is set up to learn, it
was not possible to train it on our data1. The RNN

1As a side note: this is not a limitation of Recursive Neural
Networks (RNN) in general, but rather the way that Socher’s
implementation was designed to learn. The movie dataset that
their group created labeled all of the sections of a parse tree and
gave these labeled tree structures to the RNN. One could have
designed an RNN to learn from just the top label of a tree, but
then one would have to use a different implementation of an
RNN. It may also surprise readers to learn that Socher’s model
in this paper relied on the Stanford parser to pre-parse the sen-
tence trees, instead of letting the RNN parse the sentence.

model from the previously mentioned paper requires
parse trees of the training set, labeled at each node.
Our training dataset only has the top level of the
sentence labeled. In our tables, the specific model
is identified as a Recursive Neural Tensor Network
(RNTN).

7 Results

In general, we found that the n-gram models trained
on this dataset had similar accuracy on the catego-
rization of the course sentiment rating, but varied to
a large degree in their F1 scores and Kappa statistics
(see table 1). The maxent trigram model had the best
overall accuracy, but by a relatively small margin.

The best F1 for positive statements was from the
maxent unigram and bigram models and the best F1
for negative statements was from the maxent model
as well. The maxent model had the highest Kappa
score. Surprisingly, there was not a wide divergence
in scores by the length of the grams in the mod-
els. The Kappa score for the maxent model did not
change by more than .01 between a unigram and a
tri-gram model.

The RNTN from Socher, et al. (2013) that was
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Model Accuracy F1-Neutral F1-Positive F1-Negative Kappa
Unigram Features
Maxent .601 .706 .339 .451 .308
Bigram Features
Maxent .603 .709 .339 .446 .306
Trigram Features
Maxent .606 .714 .337 .434 .300
RNN
RNTN Trained on Movie Reviews .484 .559 .319 .450 .227

Table 1: Results Test Set. Best scores for each category are bolded.

only pretrained on the movie review data had much
lower accuracy than the other models (.484) and a
lower Kappa score than the maxent models. The
F1 scores for positive and negative statements were
comparable to the best models, but the F1 score for
negative was lower than any of the other models
tested (.559).

In table 2 we present the best predictors of the
positive and negative classes from the unigram max-
ent model. It is interesting to note that these words
give some insight into why it is important to have a
sentiment dataset that is specific to psychotherapy.
We can see that ‘scary’ is one of the top ten negative
words in the dataset. We should note that in a movie
review, the word ‘scary’ might be a positive indi-
cator. Additionally, psychologically relevant words
are frequent on the list of good predictors like ‘de-
pressed’ and ‘relaxed’ .

The confusion matrix for the maxent unigram
model (see figure 5) shows that the basic model
is generally accurate in the polarity of the state-
ment (that is, there are very few errors of positive
sentences coded as negative, or negative sentences
coded as positive). The errors are generally classify-
ing a positive utterance as neutral or a neutral utter-
ance as positive.

8 Discussion

Psychotherapy is an often emotional process, and
most theories of psychotherapy involve hypothe-
ses about emotional expression, but very few re-
searchers have systematically explored how affect
works empirically in these situations. There are sev-
eral databases of sentiment ratings in text but few of
them involve dialogue and none are from a mental
health setting. This dataset represents an initial step
towards the study of sentiment in psychotherapy.

Most Positive Words
nice

thank, amazing
glad, good

proud, great
relaxed, helpful
fine, interesting
forward, helped
special, helps
cool, better

enjoyed, excited
Most Negative Words

sad, crap
hated, screwed
afraid, terrible

fear, can’t
bothers, rejection

worst, death
hard, scary

horrible, worse
stupid, ugly

pissed, depressed
Table 2: Most Positive and Negative Words from Maxent Uni-

gram Model
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Figure 5: Confusion Matrix for Maxent Unigram Model (Test

Set)
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One of the novel contributions of this dataset to
the area of sentiment analysis in general is the in-
terrater reliability subset. In our literature search we
were unable to find examples where researchers had
estimated what human agreement was on different
datasets used for sentiment analysis. This will allow
us to compare our models to human-human agree-
ment and also provide a qualitative sense for what
kinds of utterances humans agree on and on which
ones they disagree.

We hope that the creation of this dataset will im-
prove researchers’ ability to predict sentiment from
dialogue and in psychotherapy settings. It is clear
from the interrater reliability dataset that we should
not expect models to perfectly rate sentiment be-
cause even humans do not completely agree on
many types of utterances. However, it may be rea-
sonable for machine rated reliability to approach the
human range of reliability.

The models suggested by this paper are not in-
tended to be a comprehensive list of models that
may work well on the dataset, but are intended to
be a baseline for other work to compare to. There
is a long list of possible models that should be tried
in the future, including LIWC counts, LDA models,
word vectors and more comprehensive tests with Re-
cursive Neural Networks. Testing all of these mod-
els and their variations is beyond the scope of this
paper, but we hope that this dataset will give a base-
line for different groups to test what works well in
this type of data.

One of the interesting findings of this paper was
the comparison of the RNTN model from Socher
et al. (2013) that was only trained on the origi-
nal movie review data. This dataset, it should be
noted, is much larger than our own, but it is from
a very different context. This is consistent with the
conclusions of Pang and Lee (2008) that context is
extremely important in identifying sentiment. Our
work provides a test of the viability of domain adap-
tion of models trained on very different datasets. It
would appear accuracy will suffer if we use models
that were trained on datasets like movie reviews and
apply them directly to mental health contexts.

Finally, there were not substantial differences in
accuracy between unigram models and the bigram,
trigram models, suggesting that the more complex
word patterns to not necessarily improve accuracy.

This may be a side effect of the characteristics of
dialogue, which are not always as gramatically clear
as written text.

8.1 Psychotherapy Compared to Other
Sentiment Domains

It may be surprising that the accuracy of some of our
initial models are lower than other similar models
used on other sentiment datasets. Part of this is may
be a result of our decision to not use extremely short
phrases (our dataset has a large number of neutral
listening utterances like ‘mm-hmm’ and ‘yeah’ that
we wanted to exclude). It should be noted that even
in Socher et al. (2013) all of the models tested had
an accuracy below .6 on anything that had 5 words
or more (see figure 6 in their paper).

However, there may be a larger issue in the psy-
chotherapy domain that makes labeling these utter-
ances more difficult in general. For example, when
rating movies, the typical subject of the sentence is
going to be the movie and whether or not the re-
viewer enjoyed it. While you may have sentences
that express both positive and negative attitudes, but
there is some sense that the purpose is always go-
ing to be to evaluate the movie. In psychotherapy,
an utterance like “(chuckling) but I know I didn’t
feel as good as now” has a complicated temporal as-
pect to it. The rater may be confused about whether
this should be positive because the person feels good
now, or negative because they were not feeling good
prior to now. An utterance like “see I don’t need any
therapy” is complicated because some raters may
see this as a person in recovery and others may see a
person in denial.

Consequently, our models may not necessarily be
evaluating how a person is feeling about another
person or themselves in a given moment. Instead
raters evaluated the emotional valence of a statement
which could target the speaker, another person, or
something unspecified. The psychotherapy domain
clearly presents a more complicated task than an-
swering the question “is this movie review a positive
one or a negative one?” which is a better defined
tasks. Future work may attempt more challenging
classification tasks like asking a rater to guess how a
client or therapist may be feeling from text - similar
to how a human interacting with a client or thera-
pist might attempt to understand their partners inter-
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nal state. However, even if models could be trained
to accurately capture this particular aspect of senti-
ment, we could not be sure that models were cap-
turing an actual internal state. Instead they would
be learning human perception of this state, which in
and of itself can be error prone.

8.2 Future Directions

Beyond the practical question of whether we can ac-
curately rate sentiment in psychotherapy, we hope
that models trained on this dataset will eventually
be able to code entire psychotherapy sessions so
that we can ask larger questions about how senti-
ment expressed by clients and therapists influences
outcomes. For example, would we expect to see
the largest improvement in symptoms from positive
client expression or negative client expression? Or
should there be a pattern from negative expressed
sentiment to positive? Another important question is
whether we would see the most improvement from
therapists who focus on positive aspects of a client’s
experience or more negative ones. To answer these
questions, we need to be able to label more data than
is practical to do with just human raters.
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Abstract

This paper contributes a novel psychologi-
cal dataset consisting of counselors’ behav-
iors during Motivational Interviewing encoun-
ters. Annotations were conducted using the
Motivational Interviewing Integrity Treatment
(MITI). We describe relevant aspects associ-
ated with the construction of a dataset that re-
lies on behavioral coding such as data acqui-
sition, transcription, expert data annotations,
and reliability assessments. The dataset con-
tains a total of 22,719 counselor utterances
extracted from 277 motivational interview-
ing sessions that are annotated with 10 coun-
selor behavioral codes. The reliability anal-
ysis showed that annotators achieved excel-
lent agreement at session level, with Intra-
class Correlation Coefficient (ICC) scores in
the range of 0.75 to 1, and fair to good agree-
ment at utterance level, with Cohen’s Kappa
scores ranging from 0.31 to 0.64.

Behavioral interventions are a promising ap-
proach to address public health issues such as smok-
ing cessation, increasing physical activity, and re-
ducing substance abuse, among others (Resnicow et
al., 2002). In particular, Motivational Interviewing
(MI), a client centered psychotherapy style, has been
receiving increasing attention from the clinical psy-
chology community due to its established efficacy
for treating addiction and other behaviors (Moyers et
al., 2009; Apodaca et al., 2014; Barnett et al., 2014;
Catley et al., 2012).

Despite its potential benefits in combating addic-
tion and in providing broader disease prevention and
management, implementing MI counseling at larger

scale or in other domains is limited by the need for
human-based evaluations. Currently, this requires
a human either watching or listening to video-tapes
and then providing evaluative feedback.

Recently, computational approaches have been
proposed to aid the MI evaluation process (Atkins
et al., 2014; Xiao et al., 2014; Klonek et al., 2015).
However, learning resources for this task are not
readily available. Having such resources will enable
the application of data-driven strategies for the auto-
matic coding of counseling behaviors, thus provid-
ing researchers with automatic means for the eval-
uation of MI. Moreover, this can also be useful to
explore how MI works by relating MI behaviors
to health outcomes, and to provide counselors with
evaluative feedback that helps them improve their
MI skills.

In this paper, we present the construction and val-
idation of a dataset annotated with counselor ver-
bal behaviours using the Motivational Interviewing
Treatment Integrity 4.0 (MITI), which is the cur-
rent gold standard for MI-based psychology inter-
ventions. The dataset is derived from 277 MI ses-
sions containing a total of 22,719 coded utterances.

1 Motivational Interviewing

Miller and Rollnick define MI as a collaborative,
goal-oriented style of psychotherapy with particu-
lar attention to the language of change (Miller and
Rollnick, 2013). MI has been widely used as a treat-
ment method in clinical trials on psychotherapy re-
search to address addictive behaviors such as alco-
hol, tobacco and drug use; promote healthier habits
such as nutrition and fitness; and help clients with
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psychological problems such as depression and anx-
iety disorders (Rollnick et al., 2008; Lundahl et al.,
2010). In addition, MI has been successfully applied
in different practice settings including social work
in behavioral health centers, education, and criminal
justice (Wahab, 2005; McMurran, 2009).

The competence of the counselor in MI delivery
is measured using systematic observational meth-
ods to assess verbal behavior in MI by either focus-
ing on therapist behaviors, client behaviors, or both
(Jelsma et al., 2015). Current coding instruments for
MI include the Behavior Change Counselor Index
(BECCI) (Lane et al., 2005), the Client Evaluation
of Motivational Interview (CEMI) (Madson et al.,
2009), the Independent Tape Rating Scale (ITRS)
(Martino et al., 2009), the MI Skills Code (MISC)
(Moyers et al., 2003), the Stimulated Client Inter-
view Rating Scale (SCIRS) (Arthur, 1999), the One
Pass (McMaster and Resnicow, 2015), and the Mo-
tivational Interviewing Treatment Integrity (MITI)
(Moyers et al., 2005).

1.1 Motivational Interviewing Treatment
Integrity

The MITI coding system is currently the most fre-
quently used instrument for assessing MI fidelity
(Moyers et al., 2003). The MITI is derived from the
MISC coding system and focuses exclusively on the
verbal behavior of the counselor. It measures how
well or poorly the clinician is using MI. The cod-
ing system evaluates MI processes related to change
talk such as engagement, focus, evocation, and plan-
ning. MITI has two components: global scores and
behavior counts. The global scores aim to charac-
terize the overall quality of the interaction and in-
clude four dimensions, namely Cultivating Change
Talk, Softening Sustain Talk, Partnership, and Em-
pathy. Behavior counts are evaluated by tallying in-
stances of particular interviewing behaviors, which
can be grouped into five broad categories: questions,
reflections, MI adherent behavior (MIA), MI non-
adherent behavior (MINA), and neutral behaviors.

Reflections capture reflective listening statements
made by the clinician in response to client state-
ments and can be categorized as simple or complex.
MIA behaviors summarize counselor adherence to
core aspects of the MI strategy such as seeking col-
laboration, affirming, and emphasizing autonomy.

MINA includes aspects that indicate counselor de-
ficiencies while delivering MI, such as confronting
and persuading without permission. The neutral be-
haviors include counselor actions such as providing
information and persuading with permission.

MITI evaluation is conducted by trained coders
who assess the overall session scores and the occur-
rence of behaviors by using pen and paper. During
the coding process, coders rely on audio recordings
and their corresponding transcriptions. The evalua-
tion is usually performed as a two-step process by
first evaluating overall scores and next focusing on
behavior counts.

MITI coding is a very time consuming and expen-
sive process, as it requires accurate transcriptions
and human expertise. The quality of the transcrip-
tions is affected by the recoding quality and their
preparation is time consuming as it might take about
three times the duration of the recording (Klonek
et al., 2015). Thus, estimates for a 30 min session
might add up to 2.5 hours of transcriber time and
about one hour of coder time.

1.2 MI reliability assessment

Reliability assessment for MI helps to validate treat-
ment fidelity in clinical studies as it provides evi-
dence that the MI intervention has been effective
and allows comparisons across studies (Jelsma et al.,
2015). MI literature suggests assessing reliability
by double coding a fraction of the study sessions.
The most common method to quantify the inter-
annotator agreement on MI coding is computing the
Intraclass Correlation Coefficient (ICC). This statis-
tic describes how much of the total variation in MITI
scores is due to differences among annotators (Dunn
et al., 2015). ICC scores range in the 0 to 1 interval;
relatively high ICC scores indicate that annotators
scored MITI in a similar way while scores closer
to 0 suggest that there is a considerable amount of
variation in the way annotator’s evaluated counselor
MI skill. Low scores further suggest that either the
measure is defective or the annotators should be re-
trained. Another method to measure inter-annotator
reliability in MI is the Cohen’s Kappa score (Lord
et al., 2015a), which calculates the pair-wise agree-
ment among annotations considering the probability
of annotators agreeing by chance.
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2 Related work

Current approaches for MI coding and evaluation
entail extensive human involvement. Recently, there
have been a number of efforts on building com-
putational tools that assist researchers during the
coding process. (Can et al., 2012) proposed a lin-
guistic based approach to automatically detect and
code counselor reflections that is based on analyz-
ing n-grams patterns, similarity features between
counselor and client speech, and contextual meta-
features, which aim to represent the dialog sequence
between the client and counselor. A method based
on topic models is presented in (Atkins et al., 2012;
Atkins et al., 2014), where authors focus on auto-
matically identifying topics related to MI behaviors
such as reflections, questions, support, and empa-
thy, among others. Text and speech based methods
have also been proposed to evaluate overall MI qual-
ity. (Lord et al., 2015b) analyzed the language style
synchrony between therapist and client during MI
encounters. In this work, authors relied in the psy-
cholinguistic categories from the Linguistic Inquiry
and Word Count lexicon to measure the degree in
which counselor matches the client language. (Xiao
et al., 2014) presents a study on the automatic eval-
uation of counselor empathy by analyzing correla-
tions between prosody patterns and empathy showed
by the therapist during the counseling interaction.

Although most of the work on coding of MI
within session language has focused on modeling
the counselor language, there is also work that ad-
dresses the client language. (Tanana et al., 2015)
used recursive neural networks (RNN) to identify
client change and sustain talk in MI transcripts, i.e.,
language that indicates commitment towards and
away behavioral change. In this work, authors com-
bined both therapist and client utterances in a single
sequence model using Maximum Entropy Markov
Models, NRR, and n-grams features. (Gupta et al.,
2014) analyzed the valence of client’s attitude to-
wards the target behavior by using n-grams and con-
ditional maximum entropy models. In this paper au-
thors also present an exploration of the role laugh-
ter of both counselor and client’s during the MI en-
counter and attempts to incorporate its occurrence as
an additional source of information in the prediction
model.

Research findings have shown that natural lan-
guage processing approaches can be successfully
applied to behavioral data for the automatic annota-
tion of therapists’ and clients’ behaviors. This moti-
vates our interest in building resources for this task
as an initial step for the construction of improved
coding tools. There has been work on creating anno-
tated resources that facilitate advances in natural lan-
guage processing of clinical text, including semantic
and syntactic annotation of pathology reports, oncol-
ogy reports, and biomedical journals (Roberts et al.,
2007; Albright et al., 2013; Verspoor et al., 2012).
However, to our knowledge, there are just a few psy-
chotherapy corpora available. One of them is the
“Alexander Street Press”, 1 which is a large col-
lection of transcripts and video recordings of ther-
apy sessions on different subjects such as anxiety,
depression, family conflicts, and others. There are
also some other psychology datasets available under
limited access from the National Institute of Mental
Health (NIMH).2 These datasets provide recorded
interactions among clinicians and patients on a num-
ber of psychology styles. However, they are not
annotated and validated to be used in the computa-
tional psychology domain.

In this paper, we present the development of a
clinical narratives dataset that can be used to imple-
ment data-driven methods for the automatic evalua-
tion of MI sessions.

3 Motivational Interviewing Dataset

3.1 Data collection

The dataset is derived from a collection of 284 video
recordings of counseling encounters using MI. The
recordings were collected from various sources, in-
cluding two clinical trials, students’ counseling ses-
sions from a graduate level MI course, wellness
coaching phone calls, and demonstrations of MI
strategies in brief medical encounters.

The clinical trials sessions consist of interven-
tions for smoking cessation and antiretroviral ther-
apy adherence with electronic drug monitoring. Psy-
chology students’ sessions are conducted on stan-
dardized patients and aim at weight loss and smoke

1http://alexanderstreet.com/products/counseling-and-
psychotherapy-transcripts-series

2http://psychiatry.yale.edu/pdc/resources/datasets.aspx
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Source No. sessions Avg.length
Clinical trial 121 27 min
Standardized patients 138 15 min
Brief MI encounters 18 4 min
Coaching phone calls 7 15 min
Total 284

Table 1: Data sources for the MI sessions

cessation. Wellness coaching phone calls inquired
about patient health and medication adherence after
surgery. The demonstration sessions are collected
from online sources, i.e., YouTube and Vimeo, and
present brief MI encounters on several scenarios
such as dental practice, emergency room counseling,
and student counseling. Table 1 presents a summary
of the data sources used in the dataset collection.

All the sessions are manually anonymized to re-
move identifiable information such as counselor and
patient names and references to counseling sites’ lo-
cation. Each recording is assigned a new identifier
that does not include any information related to the
original recording. The resulting recordings are then
processed to remove the visual data stream to fur-
ther prevent counselor/patient identification. After
this process, we obtained a set of 277 sessions due to
the exclusion of some sessions with recording errors.
The final dataset comprises a total of 97.8 hours of
audio with average session duration of 20.8 minutes
and a standard deviation of 11.4 minutes.

3.2 Transcriptions

The sessions from clinical trials include full tran-
scripts. However, this was not the case for the
remaining set of sessions, and for these we ob-
tained manual transcriptions via crowdsourcing us-
ing Amazon Mechanical Turk. This resource has
proved to be a fast and reliable method to obtain
speech transcriptions (Marge et al., 2010).

Mechanical Turk workers were provided with
transcription guidelines that include clearly identify-
ing the speaker (client or counselor), and transcrib-
ing speech disfluencies such as false starts, repeti-
tions of whole words or parts of words, prolonga-
tions of sounds, fillers, and long pauses. Resulting
transcriptions were manually verified to avoid spam
and to ensure their quality. The transcriptions con-
sist of approximately 22,719 utterances, with an av-

erage of 83 utterances per session.

3.3 MITI Annotations
Three counselors, with previous MI experience,
were trained on the use of the MITI 4.1 by expert
trainers from the Motivational Interviewing Net-
work of Trainers3 (MINT) to conduct the annotation
task. Prior to the annotation phase, annotators par-
ticipated in a coding calibration phase where they
had discussions regarding the criteria for sentence
parsing, the correct assignment of behavior codes,
and conducted team coding of sample sessions.

Annotators used both audio recordings and verba-
tim transcriptions to conduct the annotations.

Annotators were instructed to parse the inter-
viewer speech following the guidelines defined by
MITI 4.1. The annotation was conducted at utter-
ance level, by selecting and labeling utterances in
each counselor turn that contain a specific MI be-
havior.

Following this strategy allowed us to obtain more
accurate examples of each behavior code for cases
where a turn contains multiple utterances and thus
more than one behavior code. In addition, given
possible inaccuracies and interruptions in the turn by
turn segmentation, annotators were allowed to select
the text that they considered belonging to a coded ut-
terance, even if it spanned more than one counselor-
client turn, to avoid utterance breaking.

In order to facilitate this process, annotators used
a software based coding system instead of the tra-
ditional paper and pen system. Annotators were
trained to code using the Nvivo software,4 a quan-
titative analysis suite that allows to select and assign
text segments to a given codebook. The codebook
contains the following behavior codes:

Question (QUEST) All questioning statements
spoken by clinicians.

Simple reflection (SR) Clinician statements that
convey understanding or facilitate client-
clinician exchanges.

Complex reflection (CR) Reflective statements
that add substantial meaning or emphasis to
what the client has said.

3http://www.motivationalinterviewing.org/
4http://www.qsrinternational.com/what-is-nvivo
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Code Count Verbal example
QUEST 5262 Could you talk a little bit more about those behaviors you say that automatically

makes you smoke?
SR 2690 It sounds like something that you know and feel like you can improve on in the next

week.
CR 2876 So you want something that’s gonna to allow you to eat the foods that you enjoy but

that maybe more moderation.
SEEK 614 And, then, when we meet again, you can bring some of that information. Maybe we

can discuss which of those feels right for you, and start to put together a plan for what
could be your next steps.

AUTO 141 This is something that it’s up to you whether you want to use it or not.
AF 499 Okay, great. So, I’m excited about this because you’re obviously very motivated. And

the barriers that you’ve presented are definitely overcomable
CON 141 Okay, well that’s a good start, but cutting back isn’t gonna do it. If you actually quit

the smoking, you can reverse all the damage you’ve done in your mouth, and you can
stop yourself from ... from being at risk for these other diseases. But, but as long as
you’re continuing to use these cigars, you’re really putting yourself in a lot of danger.

PWOP 598 Okay so with all of the risks of smoking and the benefits of quitting, what is keeping
you from making a plan?

N-GI 1017 There are two other over the counter options. There’s a patch and that would deal
with the taste you don’t like. With the patch you just put it on and it slowly releases
nicotine throughout the day so you don’t even have to think about it. There are also
lozenges, which are kind of like throat lozenges, or a hard candy and you just suck
on it. And as it dissolves it releases nicotine.

N-PWP 2100 Well, if it’s alright with you, umm, you know, I could toss out some ideas of things
that have worked for other people and umm things that umm, could be helpful as
far as reducing stress and, and really filling in other activities so you’re not umm, as
tempted to ... smoke
Table 2: Frequency counts and verbal examples of MI behaviors in the dataset

Seeking collaboration (SEEK) The clinician at-
tempts to share power or acknowledge the ex-
pertise of the client.

Emphasizing autonomy (AUTO) The clinician
focus the responsibility on the client for the
decision and actions pertaining to change.

Affirm (AF) Clinician utterances that accentuates
something positive about the client.

Persuading without permission (PWOP) The
clinician attempts to change the client’s opin-
ions, attitudes, or behaviors, using tools such
as logic, compelling arguments, self-disclosure
or facts.

Confront (CON) Statements where the clinician

confronts the client by directly disagreeing, ar-
guing, correcting, shaming, criticizing, moral-
izing or questioning client’s honesty.

Persuading with permission (N-PWP) Clinician
statements that make emphasis on collabora-
tion or autonomy support while persuading.

Giving information (N-GI) The clinician give in-
formation, educates, or expresses a profes-
sional opinion without persuading, advising, or
warning.

The 277 sessions were randomly distributed
among the three annotators. The team annotated ap-
proximately 20 sessions per week. The entire anno-
tation process took about three months.
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Annotator 1 Annotator 2 Method
So you’re getting back to your old
self.

SR So you’re getting back to your old
self.

SR Exact match

So it sounds like you kinda
struggle with that a little bit in
that sometimes

SR
So it sounds like you kinda
struggle with that a little bit in
that sometimes it’s hard I imag-
ine, it is sometimes hard to be fi-
nancially independent I mean I,
But it something it sounds like
you respect in yourself that you
are able to do it.

SR Split utterancesit’s hard I imagine, it is sometimes
hard to be financially independent I
mean I,

NL

But it something it sounds like
you respect in yourself that you
are able to do it.

SR

OK. But even though it’s something
that you really don’t like, it’s some-
thing that’s not terribly bothersome.

SR So you mentioned that one side ef-
fect of the Sustiva was that it makes
you dizzy. OK. But even though it
is something that you really don’t
like, it something that,it’s not terri-
bly bothersome.

SR Partial match

Table 3: Sample utterance alignment for coding comparisons

After the annotation phase, transcripts were pro-
cessed to extract the verbal content of each MITI an-
notation; non-coded utterances were also extracted
and labeled as neutral. Sample annotations are pre-
sented in Table 2. The final set contains 15,886 an-
notations distributed among the ten codes and 6,833
neutral utterances. Table 2 shows the frequency dis-
tribution for each behavior count and neutral utter-
ances.

4 Dataset Validation

In order to validate the annotator reliability, a sample
of 10 sessions was randomly selected to be double
coded by two members of the coding team.

The total amount of recoding material for this
sample is about 4.5 hours. Each session has an av-
erage duration of 26 minutes, with an average of
115 counselor-client conversation turns per session,
comprising a total of 1,160 utterances.

4.1 Inter-rater Reliability Analysis
Because we conducted the MITI annotation at ut-
terance level without any pre-parsing, annotations
across coders showed noticeable parsing variations.
These variations consisted of differences in utter-

Code ICC Kappa
QUEST 0.97 0.64
CR 0.97 0.49
SR 0.89 0.34
SEEK 0.03 0.42
N-GI 0 0.28
AF 0 0.47
AUTO 0 0.31
N-PWP 0 NA
CON NA NA
PWOP NA NA

Table 4: ICC at session level and Kappa scores at utterance

level for 10 double coded sessions. NA indicates that the MI

behavior was not present in any session

ance boundaries such as overlaps and split utter-
ances. In order to allow for coding comparisons, we
opted for aligning annotations by utterance match-
ing using similar methods to (Lord et al., 2015a). We
considered three cases: exact match, partial match
and split utterances. In the first case, we simply
compare two coded utterances and define a match
if both utterances contained the same words. The
partial match addresses cases where two coders dis-

47



agree in utterance boundaries, thus resulting in an-
notations from one annotator partially matching the
others, i.e., some degree of overlap. The third case
also deals with differences due to utterance bound-
aries but focuses on split utterances, i.e., an anno-
tated utterance from one coder was split into two
different annotations by the other, and cases where
utterances with different annotations show some de-
gree of overlapping. Table 3 presents sample utter-
ances.

Using the transcript from each session, we first
identified those utterances who were assigned a be-
havior code by either of the two annotators. Then,
we compared their verbal content by applying the ut-
terance matching methods described above. We as-
signed a match when both annotators agreed on their
evaluations. We considered both split utterances and
partial matches as a single match. Those utterances
for which we were unable to find a matching pair
or differed on the assigned codes were regarded as
disagreements.

Table 4 presents the Intra Class Coefficient (ICC)
measured at session level. Reported scores were ob-
tained using a two-way mixed model with absolute
agreement (Jelsma et al., 2015). Overall, we ob-
serve excellent ICC scores for Complex Reflections
CR (CR), Simple Reflections (SR), and Questions,
based on ICC reference values, where values rang-
ing from 0.75 to 1 are considered as excellent agree-
ment (Jelsma et al., 2015).

ICC scores suggest that annotators did not show
significant variations on most of the coded be-
haviours, except for Seeking collaboration (SEEK),
which showed considerable disagreement. We be-
lieve that this is caused by the higher variability on
the frequency counts for this code across the 10 ses-
sions.

Wanting to evaluate how well did the annotators
agree while coding the same annotation, we calcu-
lated the pairwise agreement among coders using
Cohen’s Kappa. Results are also reported in Table
4. The Kappa values suggest fair to good levels of
agreement among the different behavior codes.

In addition, we evaluate the ability of coders to
distinguish the occurrence of a particular behavior
code versus any other code. This allow us to an-
swer question such as, how well did the annotators
agree on what is considered a reflection as compared

to what is not a reflection? This analysis provides
further insights about the validity of the coding. In
these comparisons, utterances coded with a differ-
ent behavior than the target behavior were consid-
ered as the negative case. For instance, if the target
behavior was Simple Reflection (SR), then we eval-
uated the identification of Simple Reflection vs non-
Simple Reflection. In order to more accurately rep-
resent the human coding process, we also included
non coded utterances (NL) as negatives cases. Fig-
ure 1 shows the annotation agreement between the
two annotators for 10 sessions coded at utterance
level in heatmap representation, where the color in-
tensity represents the agreement distribution. In the
shown matrix, the x axis indicates the MI code as-
signed by the first annotator and the y axis the MI
code assigned by the second annotator. Each cell
indicates the observed frequency of a coding pair.

From this table, we observe that questions at-
tained the highest agreement levels among all behav-
iors, followed by simple reflections (SR), complex
reflections (CR), seeking collaboration (SEEK), giv-
ing information (GI), and emphasizing autonomy
(AUTO). From the observed disagreements, a small
fraction of questions annotated by one coder were
regarded as Simple Reflections or were left uncoded
by the second coder. This might be related to am-
biguous cases, where the counselor formulate a sim-
ple reflection but added a question tone at end of
the sentence thus making the reflection sound like a
question. In addition, annotators showed noticeable
disagreement while distinguishing between complex
and simple reflections. This was somehow expected,
as the MI literature has reported similar findings
given the highly subjective criteria applied while
evaluating these codes (Lundahl et al., 2010). An-
notators found no agreement for confronting (CON)
and persuading without permission (PWOP) codes.
This has to do with zero or low frequency counts
e.g the first annotator found only one confrontation
utterance while the second annotator found zero. Fi-
nally, annotators showed high agreement on utter-
ances that did not contain MI behaviors, thus sug-
gesting that 1) annotators have good agreement re-
garding what should be coded; and 2) differences in
parsing did not affect the annotations process.
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Figure 1: Annotator agreement on non-coded utterances (NL) and MI behaviors. The x axis indicates the MI code assigned by the

first annotator and the y axis the MI code assigned by the second annotator.

5 Conclusion

In this paper, we introduced a new clinical narratives
dataset derived from MI interventions. The dataset
consists of annotations for ten verbal behaviors dis-
played by the counselor while conducting MI coun-
seling. We presented a detailed description of the
dataset collection and annotation process. We con-
ducted a reliability analysis where we showed that
annotators achieved excellent agreement at session
level, with ICC scores in the range of 0.75 to 1,
and fair to good agreement at utterance level, with
Cohen’s Kappa scores ranging from 0.31 to 0.64.
The paper reports our initial efforts towards building
accurate tools for the automatic coding of MI en-
counters. Our future work includes developing data-
driven methods for the prediction of MI behaviors.
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StÉphanie Wahab. 2005. Motivational interviewing and
social work practice. Journal of Social Work, 5(1):45–
60.

Bo Xiao, Daniel Bone, Maarten Van Segbroeck, Zac E
Imel, David C Atkins, Panayiotis G Georgiou, and
Shrikanth S Narayanan. 2014. Modeling therapist
empathy through prosody in drug addiction counsel-
ing. In Fifteenth Annual Conference of the Interna-
tional Speech Communication Association.

51



Proceedings of the 3rd Workshop on Computational Linguistics and Clinical Psychology: From Linguistic Signal to Clinical Reality, pages 52–62,
San Diego, California, June 16, 2016. c©2016 Association for Computational Linguistics

Crazy Mad Nutters: The Language of Mental Health

Jena D. Hwang and Kristy Hollingshead
Institute for Human and Machine Cognition (IHMC)

Ocala, FL 34470, USA
{jhwang,kseitz}@ihmc.us

Abstract

Many people with mental illnesses face chal-
lenges posed by stigma perpetuated by fear
and misconception in society at large. This so-
cietal stigma against mental health conditions
is present in everyday language. In this study
we take a set of 14 words with the potential
to stigmatize mental health and sample Twit-
ter as an approximation of contemporary dis-
course. Annotation reveals that these words
are used with different senses, from expressive
to stigmatizing to clinical.We use these word-
sense annotations to extract a set of mental
health–aware Twitter users, and compare their
language use to that of an age- and gender-
matched comparison set of users, discover-
ing a difference in frequency of stigmatizing
senses as well as a change in the target of pe-
jorative senses. Such analysis may provide a
first step towards a tool with the potential to
help everyday people to increase awareness
of their own stigmatizing language, and to
measure the effectiveness of anti-stigma cam-
paigns to change our discourse.

1 Introduction

The World Health Organization (WHO) estimates
that one in four people worldwide will suffer from
a mental illness at some point in their lives (World
Health Organization, 2011). One in five Amer-
icans experience a mental health problem in any
given year (Kessler et al., 2007; Substance Abuse
and Mental Health Services Administration, 2014).
Many people with a mental illness experience social
and economic hardship as a direct result of their ill-
ness. They must cope with their symptoms, but also

with the stigma and discrimination that result from
misconceptions about such illnesses (McNair et al.,
2002; Corrigan et al., 2003). In fact, the stigma and
discrimination related to mental illnesses have been
described as having worse consequences than the
conditions of the mental illnesses themselves, con-
tributing to people’s hesitation to seek treatment for
a mental health condition (Corrigan et al., 2014).

Many studies in Linguistics and Cognitive Sci-
ence have shown that word choice and language
use have direct influences on the speaker’s thought
and actions (c.f., linguistic relativism (Boroditsky,
2011; Berlin and Kay, 1991; Lakoff, 1990)). Word
choice and the context to which the words are at-
tributed serve to foster stigma and prejudice toward
people with mental health conditions, trivializing se-
rious mental health conditions and their accompany-
ing experiences. Anti-stigma campaigns, designed
to raise public awareness of mental stigma, have in
recent years focused on bringing public attention to
the negative impact of the choice of their words. For
example, reporters are advised that, as with any dis-
paraging words related to race and ethnicity, some
words should never be used in reporting, includ-
ing ‘crazy’, ‘nuts’, ‘lunatic’, ‘deranged’, ‘psycho’,
and ‘wacko’. The premise behind anti-stigma cam-
paigns is that increased awareness of the detrimen-
tal effects of stigmatizing language associated with
mental health will help the public become more judi-
cious in their word choice and, consequently, change
their attitudes and behaviors toward mental illnesses
and those suffering from them.

One might ask, then, whether these anti-stigma
campaigns are effective; are they changing the dis-
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course, particularly around mental health? Evidence
seems to indicate that interventions to reduce stigma
are occasionally effective in the short term (Thor-
nicroft et al., 2015). As a first step in addressing
this question empirically, we explore 14 of the com-
mon terms that have been the focus of a number of
anti-stigma campaigns, such as ‘crazy’, ‘mental’, or
‘psycho’, that can be used in a derogatory or pejo-
rative manner. We evaluate if indeed awareness of
mental illnesses encourages a more restrained use of
these words, either avoiding the words entirely or
reducing the use of a word in its stigmatizing sense.

For data, we turn to social media, a platform
used by nearly four billion people1 worldwide. So-
cial media platforms offer an uncensored, unscripted
view of the ongoing discourse of the online genera-
tion, thus providing a source for analyzing contem-
porary language use. In particular for this study, we
focus on public posts to Twitter.

The paper is structured as follows: we begin with
a brief discussion of related work, and present our
methods and motivation for gathering social me-
dia data from Twitter in a two-stage process. We
then inventory the various word senses discovered
in the data for each of 14 stigmatizing words related
to mental health. We discuss our annotation pro-
cess, beginning with finer-grained senses and mov-
ing to a coarser-grained sense inventory for compar-
ison across the set of stigmatizing words. We show
the results of word sense analysis across two differ-
ent sets of social media users, demonstrating that a
user’s mental health awareness may be reflected in
the use – or lack thereof – of stigmatizing language.
Finally, we conclude the paper with a few potential
applications of this technology.

2 Related Work

There has recently been an explosion in work us-
ing technology to detect and characterize various as-
pects of individuals with mental health disorders,
particularly online (Ayers et al., 2013; Yang et al.,
2010; Hausner et al., 2008) and on social media
(Coppersmith et al., 2014; De Choudhury, 2013;
Nguyen et al., 2014; Schwartz et al., 2013). Many
social media users post about their own health con-
ditions, including physical conditions such as can-

1http://www.statisticbrain.com/social-networking-statistics/

cer or the flu (Paul and Dredze, 2011; Dredze,
2012; Hawn, 2009), but also mental health condi-
tions such as depression (Ramirez-Esparza et al.,
2008; De Choudhury et al., 2013; Park et al., 2012),
bipolar disorder (Kramer et al., 2004), schizophre-
nia (Mitchell et al., 2015), and a wide range of other
mental health conditions (Coppersmith et al., 2015).

In contrast to this previous work, which analyzed
the language use of social media users with men-
tal health conditions, we focus on the use of lan-
guage related to mental health, regardless of the so-
cial media users’ mental health status. Reavley and
Pilkington (2014) also examined Twitter data related
specifically to stigma associated with depression and
schizophrenia. Similarly, Joseph et al. (2015) ana-
lyzed the sentiment and tone in tweets containing the
hashtags #schizophrenia and #schizophrenic, and
compared these to tweets containing the hashtags
#diabetes and #diabetic, in order to determine the
difference in attitude toward an often-stigmatized
illness like schizophrenia versus an un-stigmatized
physical illness like diabetes. The study discovered
that tweets referencing schizophrenia were twice as
likely to be negative as tweets referencing diabetes,
and that Twitter users were more likely to use hu-
morous or sarcastic language in association with the
adjective schizophrenic than with diabetic.

Our work has a broader scope than this previous
work, in that we examine stigmatizing language re-
lated to a wide range of mental health conditions.
The closest work to ours is that of Collins (2015),
wherein she conducted a historical topic- and co-
occurrence analysis of hashtags #insane, #psycho,
‘#schizo, and #nutter on Twitter. In this work, we
add to this list, as described in the next section (see
Table 1), and extend the analysis to include a broader
examination of language use.

This work also borrows from annotation methods
widely used in natural language processing. The
process of annotation includes a linguistic analysis
of data, the development of annotation standards or
guidelines, and the manual tagging of the data with
the set standards. Such annotation methods have
been used in annotating data for lexical (Duffield et
al., 2010), semantic (Schneider et al., 2015; Hwang
et al., 2014; Hwang et al., 2010; Palmer et al., 2005),
and syntactic (Marcus et al., 1994) tasks.
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3 Stigmatizing Words

In this study, we focus on 14 words with the poten-
tial to stigmatize mental health, which we will refer
to as stigmatizing words. Table 1 contains a list of
the stigmatizing words used in this study.

bonkers insane mad nuts schizo
crazy loony mental nutter wacko
deranged lunatic nutcase psycho

Table 1: Stigmatizing words used for keyword search.

Starting from the 4 words ‘insane’, ‘psycho’,
‘schizo’, and ‘nutter’ as studied by Collins (2015),
we extended the list by including words that are of-
ten cited as problematic terminology by various anti-
stigma campaigns to arrive at our list of 14. In par-
ticular, we focused on the terminologies discussed
in various blog entries, articles, or publications by
National Alliance on Mental Illness (NAMI), Time
to Change, and HealthyPlace2.

4 Twitter Data

All of the data in this study comes from publicly
available Twitter data collected using the Twitter
API. The data was collected in two stages.

4.1 Keyword-Based Data

In the first stage, we obtained two months’ (July and
August 2015) worth of tweets based on a keyword
search of the 14 stigmatizing words. We will refer to
the set of tweets collected using this keyword-based
search as the seed set. This collection contains over
27 million tweets. Once extracted, the seed set was
then filtered to remove tweets containing the label
RT (retweets) or URLs, on the assumption that such
tweets often contain text not authored by the user.
Tweets were also filtered to select only those marked
by Twitter as English (i.e., “en” or “en-gb”). In order
to exclude instances where stigmatizing words show
up in the user handle (e.g., @crazygirl), user men-
tions (@s) were removed for the purposes of filter-
ing. Finally, any exact-match duplicates among the
set of tweets were removed for purposes of annota-
tion. The final, filtered set consists of just over 840k
tweets. Of these, ‘nuts’ and ‘crazy’ make up over

2https://www.nami.org/, http://www.time-to-change.org.
uk/, and http://www.healthyplace.com/, respectively

20% of the dataset, each; ‘mad’ is the next most fre-
quent, at 13%, with ‘psycho’; ‘insane’, and ‘mental’
following behind with 7-11% each. ‘Bonkers’ and
‘lunatic’ each comprise 3% of the data; ‘nutter’ and
‘deranged’ are less than 2% of the data, while the
remaining words – ‘loony’, ‘nutcase’, ‘schizo’, and
‘wacko’ – each comprise less than 1% of the filtered
seed set.

For each stigmatizing word, 100 random tweets
containing the word were selected for annotation.
Each selected tweet was manually analyzed to es-
tablish an inventory of types and varieties of mean-
ings or senses of the words as used in the tweets
(see Section 5 for further discussion). Based on the
established senses, whenever a tweet was used in a
clinical sense of the word, the tweet was considered
to originate from a mental health aware (MHA) user.
Users that did not have any clinical usages were con-
sidered to be mental health unaware (MHU) users.
Table 2 provides a few example tweets for several of
the stigmatizing words.

4.2 User-Based Data

The second-stage dataset, which we refer to as the
user-based set, is constructed from tweets posted
publicly by a set of users. For this dataset, we began
by using the tweets annotated as MHA to extract a
list of Twitter users that had minimally used men-
tal health aware language in at least one tweet. As
the tweets typically contained specific references to
mental health or mental issues, we make the assump-
tion that these users may be more sensitive to the
existing stigma or prejudices towards mental health
disorders. We term this set of users the MHA users.

We then extract a set of users for comparison.
Generally, a comparison set would be generated
based on a random selection of Twitter users. In our
case, we limit that selection to users who tweeted
any of the stigmatizing words from Table 1 in a
non-clinical sense during the collection time period
(July-August 2015) and did not use the stigmatiz-
ing words in a clinical sense during that time period,
and thus do not belong to the MHA user group. We
term these users the MHU users. The set of MHU
users is much larger than MHA users: 686 versus 60,
respectively. We additionally down-selected within
the MHU set to form an age- and gender-matched
comparison set, based on evidence that failing to ac-
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“I’m fuming. How dare a TV show portray folks suffering from mental health issues so unfairly? As if there
isn’t already enough stigma around.”

“this is exactly why I think JH is borderline personality disorder. seems to fit. no one wanted 2 look at lesser
mental issue.”

“I don’t even score high on schizo symptoms and that’s what bothers me most besides mood issues”

“Ha... apparently according to my Schizo voices (audio hallucinations) some of them went out on the piss
while I was asleep”

“A lot of Americans are injured for them to portray one person as ‘insane or mentally ill’ ”

“If you think negatively about yourself, this should help. Im certifiably nuts. I know these things.”
Table 2: Examples of tweets using stigmatizing words in their clinical sense.

count for age and gender can yield biased compari-
son groups that may skew results (Dos Reis and Cu-
lotta, 2015). To create an approximately matched
comparison set, we take each user in our full MHA
and MHU sets, and obtain age and gender estimates
for each from the tools provided by the World Well-
Being Project (Sap et al., 2014). These tools use
lexica derived from Facebook data to identify demo-
graphics, and have been shown to be successful on
Twitter data (Coppersmith et al., 2015). Then, in
order to select the best comparison set, we selected
(without replacement) the MHU user with the same
gender label and closest in age to each of the MHA
users.

We use a balanced dataset here for our analysis,
by selecting an equal number of MHA users and
comparison MHU users for our analysis. In prac-
tice and as stated above, we found approximately
an order of magnitude difference between MHA and
MHU users. Our selection of a balanced set enables
simpler machine learning classification efforts, and
helps to demonstrate the language differences be-
tween the two groups more clearly than if we had
examined a dataset more representative of the pop-
ulation (∼1/10). Our results should be taken as val-
idation that the differences in language we observe
are relevant to mental health awareness, but only one
step towards applying something derived from this
research as a tool in a real world scenario.

For each of the MHA users and the age- and
gender-matched MHU users, we retrieved all of their
most recent public tweets via the Twitter API, up

to 3200 tweets.3 Just as in the previous data col-
lection stage, the data was filtered to select only
tweets marked as English, to remove retweets and
tweets containing URLs, and to remove user men-
tions (@s). Preprocessing of the data removed any
exact-match duplicates among the filtered tweets.

From this new set of user-based tweets, we ex-
tracted each tweet containing any of the stigmatiz-
ing words. We then annotated the instances of the
stigmatizing words in these extracted tweets with the
senses developed in the previous stage (Section 4.1).
We achieved a relatively high inter-annotator agree-
ment rates: Cohen’s kappa value of 0.74 (IAA =
86.8%) on the MHA tweets and 0.64 (IAA = 80.6%)
on MHU tweets.

5 Sense Inventory for Stigmatizing Words

As mentioned in the previous section, the seed set
was used to develop an inventory of fine-grained
senses for each of the stigmatizing words. Instances
annotated with a clinical sense were marked as MHA
tweets and used to develop a user-based dataset.
Subsequently, in order to facilitate a comparison
of senses as used across stigmatizing words, the
fine-grained senses were binned into coarse-grained
senses. This process is detailed below.

5.1 Fine-Grained Sense Inventory
We began with the definitions provided by Merriam-
Webster4 as a basis for our initial sense inven-

33200 is the maximum number of historic tweets permitted
by the API.

4http://www.merriam-webster.com/

55



Sense Definition Example
Crazy
1. irrational, crazy “Maybe I shouldn’t be revealing this crazy part of me...”
2. excitement “Got the club going crazy!”
3. odd, unusual “These cigar wraps are crazy”
4. extreme “I miss my best friend like crazy.”
5. intensifier “Smh my luck has been crazy bad lately”
6. exclamation “Crazy!”
7. name or label “Codeine crazy goes down in some of the greatest songs ever wrote.”
Mad
1. angry, upset “@user I’m mad at you for being so cute”
2. irrational, crazy “Keep coughing like a mad woman”
3. extreme “That’s a mad show”
4. intensifier “Why is everyone in Chile mad good at singing?”
5. exclamation “Mad!” (akin to “Crazy!”)
6. names or labels “I just started thinking about a scene from Mad Men”
Mental
1. clinical usage “Mental health awareness is something near and dear to my heart.”
2. of the mind “Emancipate yourselves from mental slavery. ”
3. irrational, crazy “People are going mental about this lion being killed. ”
Nuts
1. irrational, crazy “When my mom went nuts on my sister for playing hooky...”
2. odd, unusual “Back to back is nuts but meek is about to MURDER it.”
3. testicles “Cassandra showed me her dog’s nuts”
4. exclamation “Aw nuts - -”
5. fruit “i don’t understand why all my office’s snacks have nuts in them.”
6. ‘deez nuts’ “if i had a dollar for every time i heard a kid yell ”deez nuts” at camp i would be rich”
7. clinical use “Why do you have you Dr’s personal cell in your phone?” Uh because I’m nuts.”
8. building parts “The nuts and bolts for this will be proper implementation and effective evaluation”
Schizo
1. irrational “@user Total schizo ... I can’t imagine using anything other than TweetBot.”
2. clinical usage “I was diagnosed w/addiction once, but turned out I was schizo. ”
3. names or labels “I added a video to a playlist Schizo BP2635 Brothers Pyrotechnics NEW FOR 2016”

Table 3: Examples of fine-grained sense inventory for the 5 most polysemous words of the 14 stigmatizing words analyzed.

tory. We then made two annotation passes to in-
clude missing senses, further refine existing senses,
or remove senses as dictated by our annotation of
the Twitter data. On average, 4 different senses
were identified for the stigmatizing words, ranging
from highly polysemous words with 6-8 senses like
‘crazy’ and ‘mad’ to words with 1-2 senses like ‘de-
ranged’ and ‘nutcase’. Table 3 shows the sense in-
ventory for the more polysemous words in this study.

As expected, the most common sense for all of the
stigmatizing words is the meaning of irrationality or
a state of being “not ‘right’ in one’s mind”, in refer-
ence to a human (e.g., ‘crazy’ sense 1, ‘mad’ sense 2,
or ‘mental’ sense 3 in Table 3). Another fairly com-

mon meaning includes the state of unusual excite-
ment as attributed to situations (e.g., ‘crazy’ sense 2
or ‘nuts’ sense 2) or objects (e.g., ‘crazy’ sense 3).
Note that senses that indicate that someone or some-
thing is irrational, extreme, or unusual are consid-
ered stigmatizing usages that anti-stigma campaigns
highlight.

Additionally, we observe two common functional
usages. First is the adverbial usages that function as
intensifiers to the adjective the word precedes. For
example “crazy bad” in ‘crazy’ sense 5 and “mad
good” in ‘mad’ sense 4 serve to highlight or rein-
force the intensity of the adjectives ‘bad’ and ‘good’,
respectively. Second common functional use is the
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expressive usage as seen for ‘crazy’ sense 6, ‘mad’
sense 5, or ‘nuts’ sense 4. Rather than offering a de-
scriptive content, these expressive serve to convey a
certain emotional perspective of the speaker.5

Out of the 14 words, only five showed instances
that were used in the clinical sense of the word :
‘mental’ (sense 1), ‘nuts’ (sense 7), ‘psycho’ (sense
3), ‘insane’ (sense 4), and ‘schizo’ (sense 2). These
clinical senses mark the MHA tweets, from which
the user-based set was generated as detailed in Sec-
tion 4.2.

5.2 Coarse-Grained Sense Inventory

If we are to analyze the stigmatizing words and their
senses to compare their usage in MHA tweets and
MHU tweets, we will find that fine-grained senses
pose a difficulty. Consider the senses in Table 3. The
words ‘schizo’ and ‘mental’, for example, have three
senses each, but a sense for one word does not al-
ways have a counterpart for the other. Additionally,
comparison of usage between highly-polysemous
‘nuts’ and three-sense ‘mental’ would require an ad-
ditional layer of analysis to bridge the differences.

In an effort to make an apples-to-apples compar-
ison of these words, we developed a set of coarse-
grained senses that can be applied to all of the
stigmatizing words. Fine-grained senses were then
mapped to one of five coarse-grained (CGd) senses.
Table 4 shows the list of coarse-grained senses.

A. term applied to sentient beings
(often in a derogatory manner)

B. term applied to an object, situation,
or world in general

C. clinical usage
D. homonymous usage
E. other senses

Table 4: Coarse-grained (CGd) senses for stigmatizing words.

Sense A, B and C are the relevant senses for our
study. Senses A and B capture the stigmatizing
sense of the word applied to sentient beings (e.g.,
humans, pets, etc.) and to objects or situations. Clin-
ical or medical usages of the words are assigned
to sense C. To take ‘nuts’ as an example, sense 1

5For example, “Aw nuts!” expresses certain set of emotions
(e.g., regret, displeasure) as is relevant to the speaker for the
immediate situation, rather than ascribing a descriptive meaning
to something or someone.

was mapped to CGd sense A, senses 2 and 4 were
mapped to CGd sense B, and sense 7 was mapped to
coarse sense C.

Sense D is for homonymous usage like ‘mad’
sense 1 (i.e. anger in ‘I’m mad at you!”) or ‘nuts’
sense 5 (i.e. fruit in “These snacks have nuts in
them”). Sense E is a miscellaneous category that
includes senses unrelated to the central senses of the
word (e.g., a “names and labels” senses) or instances
where the sense of the word was not identifiable or
unclear (e.g., “tin nuts”). In the case of ‘nuts’, senses
3 and 5 were mapped to CGd sense D, and senses 6
and 8 were mapped to CGd sense E.

6 MHA vs. MHU

6.1 Stigmatizing Word and Sense Use

In evaluating occurrences of stigmatizing words in
MHA and MHU datasets, we find that, on the whole,
the MHA users do use these words less frequently
when compared to the MHU users. Table 5 shows
the total count of tweets in the MHA and MHU
datasets for each of the stigmatizing words.6

In fact, the number of MHU tweets appears to be
nearly double that of MHA tweets. The sheer lack
of the use of stigmatizing words in MHA suggests
that the user’s mental health awareness is likely to
cause them to be more sensitive towards the stigma-
tization of those suffering from mental illness. Con-
sequently, they are more likely to shy away from im-
pulsive use of the stigmatizing words.

There are two exceptions to the observation that
MHA users use stigmatizing words with less fre-
quency. They are boldfaced in Table 5. The use of
the words ‘mental’ and ‘schizo’ show higher usage
of stigmatized words by the MHA set. However, if
we focus on the numbers relevant to the stigmatiz-
ing senses (i.e., CGd senses A and B) the story be-
comes more clear. The leftmost columns of the table
show that the majority of uses of the word ‘mental’
are in fact the clinical sense (CGd sense C). Addi-
tionally, note that the use of these words in a clin-
ical sense by MHU users indicates that our origi-
nal classification of MHU users is imperfect; by our
definition, each of the MHU users producing these
clinical-sense words should be classified as an MHA
user. Since our seed set dataset and our user-based

6These counts do not include the homonymous sense D.
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Occurrences Clinical Use
MHA MHU MHA MHU

bonkers 2 19
crazy 152 252
deranged 0 12
insane 24 54 0 1
loony 1 7
lunatic 0 17
mad* 22 91
mental 267 86 233 45
nutcase 2 17
nuts* 7 46 3 2
nutter 1 7
psycho 17 34 3 0
schizo 12 9 9 2
total 489 631 248 50
total (all senses) 610 776
total (A & B only) 204 503

Table 5: Word counts of potentially-stigmatizing words in

MHA and MHU tweets. An asterisk (*) indicates that the

coarse-grained sense D (homonyms) for the word has been re-

moved for this count.

dataset were pulled from Twitter at different time
points, approximately six months apart, our classi-
fication of MHA and MHU users could be and in-
deed was occasionally incorrect: MHA users might
not have produced another clinical-sense stigmatiz-
ing word in the user-based dataset, and MHU users
might have used such a sense, perhaps due to be-
coming more mental health–aware over time.

Figure 1 better visualizes the various senses of
each of the stigmatizing words from each of the user
groups. Consider the uses of ‘mental’ and ‘schizo’
as visualized in Figure 1 for MHA and MHU tweets.
For MHA tweets, the most prominent sense of ‘men-
tal’ is the clinical sense C, while the stigmatizing
sense A is used very infrequently. For MHU, how-
ever, while there is a large portion of clinical sense C
associated with the use of ‘mental’, it is not as large
as that in the MHA set. Sense A also shows up with
higher frequency in the MHU set. The same trend
can be seen for the word ‘schizo’. MHA users do
not use stigmatizing sense A as often as the clinical
sense C, and the reverse is true for MHU users. As
it turns out, although the MHA tweets show a high
use of the words ‘mental’ and ‘schizo’, most of the
usage is attributed to the medical sense. The stig-
matizing senses only make up 1% and 25% of the

Figure 1: Visualizing coarse-grained senses for stigmatizing

words as found in MHA and MHU datasets.

total MHA tweets for ‘mental’ and ‘schizo’, respec-
tively, which is considerably lower than the MHU
set’s stigmatizing sense use, at 20% and 67% for
‘mental’ and ‘schizo’, respectively.

Beyond ‘mental’ and ‘schizo’, what Figure 1 vi-
sually captures is the prominence of the stigmatizing
sense A in the MHU group. While sense A does also
occur in MHA tweets, the sense is not as prevalent as
in the MHU set. The only apparent counter-example
in Figure 1 is that of ‘nutcase’: its only usage is that
of sense A in the MHA data. However, note that in
Table 5 there were only 2 instances of this word in
use, too little data to draw a conclusion.

6.2 Visual Language Analysis
From the previous section, we learned that stigma-
tizing words do seem to be used differently by MHA
and MHU users. In this section, we look to charac-
terize language differences more broadly, by analyz-
ing the set of MHA and MHU tweets as a whole. To
do so, we took all of the MHA and MHU tweets
gathered for the user-based dataset, extracted the
tweets containing any of the 14 stigmatizing words,
– all of which had been annotated for their coarse-
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Figure 2: Vennclouds for all tweets containing the 14 stigmatiz-

ing words, as tweeted by MHA users, with words from tweets

containing clinical senses of the words appearing on the left

(blue text), stigmatizing senses of the words appearing on the

right (red text), and the language shared by tweets containing

either sense in the middle (black text).

grained (CGd) sense – and generated dynamic Ven-
nclouds (Coppersmith and Kelly, 2014) to compare
clinical-sense tweets to stigmatizing-sense tweets.
Figures 2 and 3 display the resulting clouds.

From these clouds, one might note immediately
that in Figure 2, the blue (leftmost) cloud is much
larger than the red (rightmost), while the reverse is
true in Figure 3. This simply visualizes what was
previously quantified in Table 5: MHA users tend
to produce more tweets containing clinical sense of
the stigmatizing words, whereas MHU users tend to
produce more tweets containing stigmatizing senses.

The mere presence of a blue cloud in Figure 3
demonstrates that there was some use of clinical-
sense stigmatizing words from the MHU users, who
therefore ought to have been categorized as MHA,
as previously discussed in Section 6.1. However, on
the whole, the simplistic classification of users based
on clinical-sense usage held up relatively well.

Both Vennclouds show that ‘crazy’ was the
most frequently-occurring word in stigmatized-
sense tweets, shown as the largest, first word in the
red (rightmost) clouds of both Figures 2 and 3, with
‘mad’ as the third- and second-most frequent word,
respectively. In fact, these words were never used in
a clinical-sense tweet by either of the user groups.
This analysis shows quantitatively that, to be more
aware of our own uses of stigmatizing senses, we
ought to pay particular attention to these words, as
the worst offenders from both groups.

The word ‘health’ is clearly visible as the
most frequently-occurring word in the clinical-sense

Figure 3: Vennclouds for all tweets containing the 14 stigmatiz-

ing words, as tweeted by MHU users, with words from tweets

containing clinical senses of the words appearing on the left

(blue text), stigmatizing senses of the words appearing on the

right (red text), and the language shared by tweets containing

either sense in the middle (black text).

tweets produced by the MHA users, shown as the
largest, first word in the blue (leftmost) cloud of
Figure 2, with ‘help’, ‘services’, ‘disorder’, and
‘stigma’ close behind. Perhaps more interesting is
the long list of hashtags that appear with high fre-
quency in the clinical-sense tweets from the MHA
users, including #b4stage4, #mhaconf14, #mmhm-
chat, #mhmwellness, #mhawell – all clearly related
to mental health, and mental health awareness. This
analysis again supports our simplistic classification
of users, but additionally gives us a source we could
use for another data pull. By simply looking for
clinical senses of these stigmatizing words, we dis-
covered clear communities of mental health–aware
users.

7 Conclusion & Future Work

In this study we have investigated 14 common terms,
used in everyday language, with the potential for
stigmatizing mental illnesses in society. We were
specifically interested in evaluating if awareness of
mental illnesses can help discourage impulsive uses
of the pejorative senses of the words. Our findings
show that MHA users less frequently use stigma-
tizing words than MHU users, and when they do
use the stigmatizing words, they use the stigmatiz-
ing senses less often than their MHU counterparts.
Additionally, MHA users tend to structure their lan-
guage so as to avoid applying the derogatory sense
to a sentient being, and use the clinical sense of the
stigmatizing word more often than MHU users. The
absence of stigmatizing words or, more specifically,
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stigmatizing senses by MHA users suggests that the
user’s mental health awareness contributes to how
they employ language in social media, demonstrat-
ing a degree of sensitivity towards stigmatization of
those with mental illnesses.

Directions for our future work concern the im-
provement of methods for determining the MHA
user group. Our current approach identifies MHA if
they show one MHA tweet in the seed data. Unfortu-
nately, basing whether or not a user should is MHA
is based on a single tweet does not leave room for
the false positive cases, where an otherwise unaware
user might have tweeted a aware sounding tweet.
Conversely, because the pull for seed set and user-
based set were several months apart, there also may
have been false negatives – MHU users that should
have been classified in the user-based set as MHA
users. Most immediate way to address this issue is
to experiment by setting a threshold greater than one
before a user is considered MHA. We will also look
into taking advantage of hashtags related to mental
health campaigns to identify users who are inten-
tionally identifying themselves as a part of mental
health community. Finally, we intend to also experi-
ment with identifying users that have self-identified
as having a mental condition or being a part of men-
tal health community (Coppersmith et al., 2015) as
a means of identifying the MHA group.

Another future direction of this work is in further
analysis and revision of coarse-grained senses. As
discussed in Section 5.1, one of the more frequent
fine-grained senses we found are expressives (e.g.
“Aww nuts!”) and intensifiers (e.g. “That’s crazy
good”). These are currently grouped in with the
coarse-grained sense B – one of the two stigmatizing
senses, but unlike the rest of the fine-grained senses
also grouped in B, these usages serve the function of
expressing speaker’s emotion or emphasizing a de-
scriptive adverbial, rather than carrying a descriptive
or content information. In future work, we will look
into distinguishing these types of senses from oth-
ers to determine if indeed these could be considered
stigmatizing senses and whether or not these usages
are indicative of mental health awareness.

One might imagine several uses for detecting
potentially-stigmatizing language. We could use
it to warn social media users that their language
might been seen as stigmatizing, and offer an op-

portunity to re-word, similar to the “self-flagging
app” mentioned in (Quinn, 2014) to detect poten-
tially offensive or bullying language (Dinakar et al.,
2012). This option provides a somewhat heavy-
handed method to increase mental health aware-
ness. The ability to automatically detect stigmatiz-
ing senses of these (and other) words might also be
useful as a filter, to downweight or hide posts con-
taining stigmatizing words, or add a warning or re-
porting function like Facebook’s “offensive content”
reporting utility, for stigmatizing language. In this
way, users can choose to avoid such language, in
case it might trigger negative reactions.

Finally, an automated analysis of the senses in
use for potentially-stigmatizing words in every-
day language might provide a method to assess
whether anti-stigma campaigns are effective. Have
we changed the discourse, and if so, in what ways?
And, importantly, has a change in discourse resulted
in easier access to care, better management of crises,
and an improved quality of life for those with men-
tal health conditions? Addressing these questions
might shed light on the strengths and weaknesses of
the current anti-stigma efforts, and help in guiding
future work to end the stigma of mental illness.
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Abstract

Online social media, such as Reddit, has
become an important resource to share
personal experiences and communicate
with others. Among other personal
information, some social media users
communicate about mental health
problems they are experiencing, with
the intention of getting advice, support
or empathy from other users. Here,
we investigate the language of Reddit
posts specific to mental health, to define
linguistic characteristics that could be
helpful for further applications. The
latter include attempting to identify
posts that need urgent attention due to
their nature, e.g. when someone an-
nounces their intentions of ending their
life by suicide or harming others. Our
results show that there are a variety of
linguistic features that are discriminative
across mental health user communities
and that can be further exploited in
subsequent classification tasks. Fur-
thermore, while negative sentiment
is almost uniformly expressed across
the entire data set, we demonstrate
that there are also condition-specific
vocabularies used in social media
to communicate about particular
disorders. Source code and related ma-
terials are available from: https:
//github.com/gkotsis/
reddit-mental-health.

1 Introduction

Mental illnesses are estimated to account for 11%
to 27% of the disability burden in Europe (Wykes
et al., 2015) and mental and substance use disorders
are the leading cause of years lived with disability
worldwide (Whiteford et al., 2013). Our knowledge
about these mental health problems is still more lim-
ited than for many physical conditions, as sufferers
may relapse even after successful treatment or ex-
hibit resistance to different treatments. Most men-
tal health conditions begin early, disrupt education
(Kessler et al., 1995) and may persist over a life-
time, causing disability when those affected would
normally be at their most productive (Kessler and
Frank, 1997). For example, Patel and Knapp (1997)
estimated the aggregate costs of all mental disor-
ders in the United Kingdom at 32 billion (1996/97
prices), 45% of which was due to lost productivity
(Patel and Knapp, 1997). The global burden of men-
tal and substance use disorders increased by 376%
between 1990 and 2010 (Whiteford et al., 2013)
which means it is an international public health pri-
ority to effectively prevent and treat mental health
issues.

In the UK, 17% of adults experience a sub-
threshold common mental disorder (McManus et
al., 2009) and up to 30% of individuals with non-
psychotic common mental disorders have subthresh-
old psychotic symptoms (Kelleher et al., 2012)
showing that a large proportion of mental illness is
unrecognised, but nevertheless has a significant im-
pact upon people’s lives. Those people with con-
ditions that meet criteria for diagnosis are treated
in primary care or by mental health professionals.
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Studies consistently show that between 50-60% of
all individuals with a serious mental illness receive
treatment for their mental health problem at any
given time (Kessler et al., 2001).

However, most of the pathology tracking and im-
provement assessment is done through question-
naires, e.g. the Personal Health Questionnaire 9
(PHQ9) for depression (Kroenke and Spitzer, 2002),
and require a subjective comment by the patient, e.g.
“How many days have you been bothered with lit-
tle interest or pleasure in doing things in the past
two weeks?”. As with every personal judgement,
the responses are influenced by the environment in
which the person has been asked, the relationship to
the clinician and even the stigma attached to depres-
sion (Malpass et al., 2010). While there are aims
to integrate real-time reporting into a patient’s life
(Ibrahim et al., 2015), these are still based on set
questionnaires and may not fit with the main con-
cerns of a patient.

Social media, such as Twitter1, Facebook2 and
Reddit3, have become an accepted platform to com-
municate about life circumstances and experiences.
A specific example of social media in the context of
illness is PatientsLikeMe (Wicks et al., 2010). Pa-
tientsLikeMe has been developed to enable people
suffering from an illness to exchange information
with others with the same condition, e.g. to find al-
ternative treatment opportunities. It has been shown
that the support received in such online communities
can be empowering by engendering self-respect and
a feeling of being in control of the situation (Barak et
al., 2008). Hence, social media constitutes a tremen-
dous resource for better understanding diseases from
a patient perspective.

Social media data has recently been recognised as
one of the resources to gather knowledge about men-
tal illnesses (Coppersmith et al., 2015a; De Choud-
hury et al., 2013; Kumar et al., 2015). For exam-
ple, Twitter data has been used to develop classi-
fiers to recognise depression in users (De Choud-
hury et al., 2013) and to classify Twitter users who
have attempted suicide from those who have not
and from those who are clinically depressed (Cop-
persmith et al., 2015b). Furthermore, data col-

1https://twitter.com/?lang=en
2https://en-gb.facebook.com/
3https://www.reddit.com/

lected from Reddit pertaining to suicidal ideation
could demonstrate the existence of the Werther ef-
fect (suicide attempts and completions after media
depiction of an individual’s suicide) (Kumar et al.,
2015). Coppersmith and colleagues used Twitter
data to determine language features that could be
used to classify Twitter users into suffering from
mental health problems and unaffected individuals
(Coppersmith et al., 2015a). However, while the au-
thors could identify features that allows the classifi-
cation between healthy and unhealthy Twitter users,
they also note that language differences in commu-
nicating about the different mental health problem
remains an open question. Similarly, Mitchell et al.
(2015) used Twitter data to separate users affected
by schizophrenia from healthy individuals by au-
tomatically identifying characteristic language fea-
tures for schizophrenia (Mitchell et al., 2015). Both
the latter approaches rely on the Linguistic Inquiry
and Word Count (LIWC) (Tausczik and Pennebaker,
2010), but Mitchell et al. also covers features such as
Latent Dirichlet Allocation and Brown Clustering.
Very recently and concurrently with our own work,
De Choudhury and colleagues have shown that lin-
guistic features can be used to predict the likelihood
of individuals transitioning from posting about de-
pression and other mental health issues on Reddit to
suicidal ideation (De Choudhury et al., 2016). This
work showed the ability to make causal inferences
on the basis of language usage and employed a small
subset of the mental health groups on Reddit.

Following on from the promise that such work
holds, our goal was to study language features that
are characteristic for individual mental health con-
ditions using large scale Reddit data. We antici-
pate that our findings can be used to assist in sep-
arating posts pertaining to different mental health
problems and for various language-based applica-
tions involving the better understanding of mental
health conditions. Reddit is particularly suitable
for such research as it has an enormous user base4,
posts and comments are topic-specific and the data
is publicly available. We focussed on subreddits
(communities where users can post/comment in re-
lation to a specific topic, e.g. suicide ideations)

4According to https://en.wikipedia.org/wiki/
Reddit, Reddit had 234M unique users with 542M monthly
visitors as of 2015
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of the Reddit data dump5 that address the follow-
ing mental health problems: Addiction, Anxiety,
Asperger’s, Autism, Bipolar Disorder, Dementia,
Depression, Schizophrenia, self harm and suicide
ideation. These conditions are commonly encoun-
tered by mental health practitioners and contribute
significantly to treatment costs. We aimed to iden-
tify linguistic characteristics that are specific to any
of the mental illnesses covered and can be used for
text classification tasks. The investigated character-
istics include lexical as well as syntactic features,
the uniqueness of vocabularies, and the expression
of sentiment and happiness. Our results suggest that
there are linguistic features that are discriminative
of the user communities used in this study. Fur-
thermore, applying a clustering method on subred-
dits, we could show that subreddits mostly contain
a topic-specific vocabulary. Moreover, we could
also highlight that there are differences in the way
that sentiment is expressed in each of the subred-
dits. Source code and related materials are avail-
able from: https://github.com/gkotsis/
reddit-mental-health.

2 Methods and Materials

As our aim was to define linguistic characteristics
specific to mental health problems, we downloaded
the Reddit data and extracted relevant posts and
comments. These were then further investigated
with respect to specific linguistic features, e.g. sen-
tence structure or unique vocabularies, to determine
characteristics for subsequent classification tasks.
The data set as well as the methods employed are
described in the following subsections.

2.1 Social media data from Reddit

Reddit is a social media network, where registered
users can post requests to a broader community.
Posts are hosted in topic-specific fora, so called sub-
reddits. Subreddits can be created by users based
on the subject they are interested in to communi-
cate. All users can freely join any number of sub-
reddits and participate in discussions. This means
that the posts are sent to a community potentially

5The data was released by a Reddit user on https://
redd.it/3bxlg7 (comments) and https://redd.it/
3mg812 (posts).

knowledgeable or at least interested in the topic. We
used this Reddit feature, to determine subreddits tar-
getting specific mental health problems.

For this purpose, we filtered the entire down-
loaded data set for subreddits targeting any of the
10 as relevant identified diseases. The entire data
set as obtained was separated into posts and com-
ments, and we preserved this separation so that anal-
ysis could be executed on either posts, comments or
both combined. Posts are initial textual statements
that initiate a communication with other users. Com-
ments are replies to posts and are organised in a tree-
like structure. Both posts and comments can be writ-
ten be anyone, and even the Reddit user that wrote
the initial post can comment on it. We note here
that the number of users, posts and comments varied
substantially between subreddits (see Table 1). To
refer to sets of both posts and comments (total also
in Table 1), we use the term “communication” in the
following sections.

Table 1: Numbers of posts, comments, ratio of comments over

posts, and the total of posts and comments (called “communica-

tions”) for each mental health-related subreddit included in this

study. Numbers are totalled across all subreddits in the last row

of this table. Extrema for each column are highlighted with a

purple coloured background.
subreddit #posts #comments #comments/#posts #total
Anxiety 57,523 289,441 5.03 346,964
BPD 11,880 77,091 6.49 88,971
BipolarReddit 14,954 151,588 10.14 166,542
BipolarSOs 814 4,623 5.68 5,437
OpiatesRecovery 8,651 87,038 10.06 95,689
StopSelfHarm 4,626 24,224 5.24 28,850
addiction 4,360 6,319 1.45 10,679
aspergers 15,053 202,998 13.49 218,051
autism 9,470 52,090 5.50 61,560
bipolar 25,868 198,408 7.67 224,276
cripplingalcoholism 38,241 503,552 13.17 541,793
depression 197,436 902,039 4.57 1,099,475
opiates 56,492 906,780 16.05 963,272
schizophrenia 4,963 31,864 6.42 36,827
selfharm 12,476 68,520 5.49 80,996
SuicideWatch 90,518 619,813 6.85 710,331
Total 462,807 3,506,575 7.58 3,969,382

As shown in Table 1, the depression subred-
dit contains the largest amount of communications
(1.1M), while the smallest amount is found in the
BipolarSOs subreddit (5K). The number of posts is
always smaller than the number of comments though
the ratio of average number of comments per posts
varies. The highest average rate of comments per
posts can be seen on subreddit opiates, while the
smallest number of replies is observed on the ad-
diction subreddit.
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2.2 Determining linguistic features

There are many ways to model communication.
Communication in the form of language use can be
characterised through a variety of feature types. Our
aim is to better understand the nature and depth of
the communication that takes place, and one way
to do this is by the analysis of linguistic features.
These features are particularly relevant in the con-
text of mental health problems, as the abilities of the
sufferer to effectively communicate can be affected
by such problems (Cohen and Elvevåg, 2014). For
example, someone suffering from Bipolar Disorder
may suddenly write a lot, but not necessarily in a co-
hesive manner. In the Iowa Writers’ Workshop study
(Andreasen, 1987) bipolar sufferers reported that
they were unable to work creatively during periods
of depression or mania. During depressive episodes,
cognitive fluency and energy were decreased, and
during manic periods they were too distractible and
disorganized to work effectively, so it would be rea-
sonable to expect this to be reflected in their prose.
Understanding these features and consequently the
nature and content of the posts will allow us to bet-
ter design useful classification systems and predic-
tive models.

Through discussion, we determined an initial fea-
ture set of linguistic characteristics that draws on
previously established measures of psychological
relevance, such as LIWC and Coh-Metrix (Graesser
et al., 2004). However, we note here that in order
to not overload our initial feature set, we selected a
subset of all the available possibilities. In our fea-
ture set, we included linguistic features introduced
by Pitler and Nenkova (Pitler and Nenkova, 2008)
and partially overlapping with those used in Coh-
Metrix for predicting text quality. More specifically,
we adopt features that aim at assessing the read-
ability of textual content. Readability is a measure-
ment that aims to assess the required education level
for a reader to fully appreciate a certain content.
The task of understanding textual content and as-
sessing its quality encompasses various factors that
are captured through the features that we also pro-
pose here (see supplemental material for more in-
formation about the implementation). A subset of
these features have been used successfully to pre-
dict the answers to be marked as accepted in on-

line Community-based Question Answering web-
sites (Gkotsis et al., 2014).

Our first set of features pertains to the usage of
specific words in documents. For instance, we look
at the usage of definite articles, since we believe that
definite articles are used for specific and personal
communications. Similarly, we keep track of pro-
nouns, first-person pronouns, and the ratio between
them, as indicators of the degree of first-person con-
tent.

Additional features in this initial set aimed at ex-
amining text complexity. In our approach, text com-
plexity can scale both horizontally (length, topic
cohesion) and vertically (clauses, composite mean-
ings). For the horizontal assessment, we count the
number of sentences. Another set of features, which
target the understanding of topic continuity and co-
hesion across sentences, is word overlap between
adjacent sentences, either by taking into account all
words, or just nouns and pronouns. For the vertical
assessment, we employ the following features: a) we
count the noun chunks and verb phrases (sequences
of nouns and verbs, respectively) and the number of
words contained within them, b) we construct the
parse tree of each sentence and measure its height,
and c) we count the number of subordinate conjunc-
tions (e.g. “although”, “because” etc.). A parse tree
represents the syntactic structure of a sentence, and
tools such as dependency or constituency parsers are
readily available for utilisation, e.g. as implemented
in the Python module spaCy6.

Finally, we found that a few posts do not contain
any text in their body, apart from their title. This was
typically the case for posts that contained a Uniform
Resource Locator (URL) to a web page of interest
to the community. We believe that the ratio of the
number of these posts over the total number of posts
is associated with the degree of information dissemi-
nation7, as opposed to the personal story-telling that
might occur in other cases, and thus included this as
an additional feature.

6https://spacy.io/
7For instance, we found that most URLs posted in addiction

link to YouTube
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2.3 Word-based classification to assess
subreddit uniqueness

For this classification-based approach, we employed
a representation based on individual words, as well
as information on words that frequently co-occurred
together. The aim of this task was to examine how
closely aligned the vocabularies of each subreddit
were, assessed via a pairwise comparison. As high-
lighted in Table 1, the data volume (in terms of posts
and comments) differed significantly for the differ-
ent subreddits. In order to compensate for the differ-
ence in size, we utilised a randomisation process by
repeating the same experiment 10 times with a set
of 5000 randomly drawn posts for each repeat and
individually for each of the two subreddits that were
compared with each other.

In order to compare the vocabularies of two sub-
reddits with each other, we built dictionaries for each
pair of subreddits, by retrieving all words and se-
quences of words (of length 2) occurring in one or
both subreddits. We then used this list of words and
frequently co-occurring words to classify posts into
belonging to one of the two subreddits that are being
compared and recorded the performance for each of
the 10 cycles for each subreddit pair. The classifica-
tion performance was then averaged across all 10 cy-
cles to obtain a representative score for each pair of
subreddits. Using this classification approach, high
performance scores indicate a distinctive vocabulary
while low performance scores suggest a shared vo-
cabulary across both the subreddits. The results of
this pairwise comparison are illustrated in Figure 1.
More details are provided in the supplementary ma-
terials, covering the algorithm and randomisation
steps.

2.4 Detecting sentiment and happiness in posts

One additional aspect that can be assessed when
looking at the linguistic aspect of communications
on social media is the expression of sentiment. Sen-
timent has been noted as a crucial indicator of
how much involved someone is in a specific event
(Tausczik and Pennebaker, 2010; Murphy et al.,
2015), and therefore can also play a role in the ex-
pression of mental illness. Some of the conditions
investigated here may have characteristic mood pat-
terns, e.g. it is likely that someone suffering from

depression will use negative sentiment and express
unhappiness, while someone suffering from Bipolar
Disorder may change between positive and negative
mood expressions over time. However, by assess-
ing sentiment and happiness for a large population
of individuals, novel patterns for individual mental
health problems may evolve.

As part of our investigation, we used two dif-
ferent methods, one to detect sentiment (Nielsen,
2011) and another to detect happiness (Dodds et al.,
2011). Both methods, which were developed for
social media studies, rely on a topic-specific dic-
tionary. For each post in our subreddits, we deter-
mined the sentiment and happiness score by match-
ing words against the dictionaries. We accumulated
these scores on a per post basis and normalised it
by the square root of the number of words in the
post that were identified in the respective dictio-
nary. Scores for happiness were further normalised
to assign them to the same range as the values for
sentiment: negative values are expressions of neg-
ative sentiment/unhappiness, positive values are ex-
pressions of positive sentiment and happiness, and a
value of 0 can be seen as neutral.

We note here that while our aim is to classify both
posts and comments, we limited ourselves in this
task to posts only. Comments could be considered
to be a source of noise, which may mask potential
sentiment and happiness coming from posts, given
that our data set contains a lot more comments than
posts. In future work we would like to experiment
with more sophisticated linguistic methods for iden-
tifying sentiment and emotion.

3 Results

After identifying the subreddits relevant to the men-
tal health problems we were interested in, we deter-
mined linguistic features (related to content of com-
munications) for each of the subreddits. The results
of our investigations are presented in the following
subsections.

3.1 Subreddits exhibit differences in linguistic
features

Table 2 provides a summary of all the linguistic fea-
tures for each of the 16 subreddits, that were as-
sessed as part of this study. From this table, we
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see that two subreddits stand out in a number of
the assessed criteria: BiPolarSOs and cripplingalco-
holism. BiPolarSOs is a subreddit that provides sup-
port and advice to people in a relationship where ei-
ther one or both partners are affected by Bipolar Dis-
order. Note that this means that users on this subred-
dit may not be affected by the disorder themselves
and may result in different communications from a
subreddit where only people with Bipolar Disorder
are communicating. In our data set it was the small-
est subreddit in terms of total number of commu-
nications (see Table 1). The subreddit cripplingal-
coholism aims to facilitate communication between
people addicted to alcohol. In the description of the
subreddit, there is no emphasis on supporting each
other and people can also share what they may con-
sider positive experiences regarding their condition
(e.g. “On day 8 of a bender that was supposed to
end today because my boss was supposed to send
me a bunch of work on Monday. She just emailed
me and said she won’t be sending it until Wednes-
day! Sweet chocolate Jesus on a bicycle, I did a jig
in my jammies, cracked open a new handle of rye,
and am about to take the dog on a nice drunken walk.
Sobriety, I’ll see you Wednesday. Maybe”).

From Table 2, we see that the BipolarSOs sub-
reddit not only has a higher number of first-person
pronouns and a larger number of definite articles,
but also that the average sentence seems to be more
complex due to a high average height of the sen-
tence parse trees, long verb clauses and a high num-
ber of subordinating conjunctions, while the aver-
age number of sentences per communication is com-
parable to those of the other subreddits. This sug-
gests that people posting on this subreddit explain in
detail their experience or advice. On the contrary,
the cripplingalcoholism subreddit possesses shorter
communications characterised by the lowest number
of sentences per communication, the smallest maxi-
mum height of sentence trees, a low number of sub-
ordinate conjunctions and short verb clauses. Us-
ing word frequency occurrences, we also observed
that here the language seems stronger than on other
subreddits with the most frequently occurring word
being ”fuck” (details of results not provided here8).

The two features relating to lexical cohesion (by
8Available as a wordcloud visualisation of all

subreddits at https://github.com/gkotsis/

means of adjacent sentences using similar words,
LF10 and LF11 in Table 2), show little variation
across all the 16 different subreddits. Though co-
hesion when only taking nouns and pronouns into
consideration improves, the best value obtained is
0.22, indicating a mostly low lexical cohesion across
communications on each of the subreddits. One of
our longer term goals is to be able to classify posts
to individual subreddits, and these scores would not
be sufficiently informative for this goal due to their
low variation.

3.2 Subreddit vocabulary uniqueness through
classification

The word occurrence-based comparison of the sub-
reddits was performed to better determine whether
subreddits can be distinguished based on their lexi-
cal content (see supplementary material for more in-
formation). The results obtained are shown in Fig-
ure 1.

Figure 1: Heatmap of pairwise classification of posts (only) be-

tween subreddits. High values denote high accuracy in classifi-

cation and therefore represent high discriminability in language.

Low values represent low score in classification and therefore

high language proximity between subreddits.
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Figure 1 shows that apart from a small number
of exceptions, the language of individual subred-
dits is discriminable, which can be further exploited
for classification purposes in later stages. For ex-
ample, the subreddit OpiateRecovery shows mostly
high values, which means that the language used
(based on frequency of words and word pairs) on this

reddit-mental-health/tree/master/
wordclouds
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Table 2: Obtained results for each of the language features per subreddit. Language features investigated were: LF1 – Average

number of definite article “the” in each communication; LF2 – Average number of first person pronouns; LF3 – Average number

of pronouns in each communication; LF4 – Average number of noun chunks; LF5 – Average number of length of maximum verb

phrase in each communication; LF6 – Average number of subordinate conjunctions; LF7 – Average value of maximum height of

sentences’ parse trees; LF8 – Average number of sentences in each communication; LF9 – Average ratio of number of first person

pronouns over total number of pronouns; LF10 – Similarity between adjacent sentences over nouns or pronouns only (lexical

cohesion); LF11 – Similarity between adjacent sentences over all words (lexical cohesion); LF12 – Ratio of posts without any body

text (containing only a title and a URL) over total number of posts.

Not normalised features Normalised
Subreddit LF1 LF2 LF3 LF4 LF5 LF6 LF7 LF8 LF9 LF10 LF11 LF12
Anxiety 2.24 7.67 13.13 1.85 25.68 1.43 5.95 6.51 0.54 0.19 0.18 0.10
BPD 2.23 7.98 14.28 1.83 28.32 1.48 6.14 6.63 0.54 0.20 0.18 0.09
BipolarReddit 2.14 6.49 11.54 1.84 23.91 1.44 5.98 6.15 0.54 0.18 0.18 0.01
BipolarSOs 3.53 9.68 23.06 1.99 40.52 1.49 6.67 10.12 0.40 0.17 0.17 0.04
OpiatesRecovery 2.24 6.48 11.93 1.80 23.49 1.28 5.66 6.69 0.49 0.17 0.17 0.01
StopSelfHarm 1.60 5.90 11.71 1.77 20.60 1.25 5.43 5.52 0.46 0.22 0.19 0.12
addiction 1.95 5.54 10.66 1.35 21.50 0.98 4.30 5.93 0.44 0.17 0.18 0.63
aspergers 1.94 5.12 9.69 1.72 20.76 1.53 5.88 5.06 0.53 0.17 0.18 0.12
autism 2.07 3.62 8.65 1.61 19.89 1.37 5.50 5.01 0.41 0.13 0.17 0.61
bipolar 1.86 6.16 10.62 1.73 20.82 1.31 5.53 5.67 0.56 0.18 0.17 0.15
cripplingalcoholism 0.92 2.28 4.07 1.36 8.76 0.95 4.10 3.02 0.54 0.12 0.16 0.16
depression 2.25 8.71 14.75 1.84 29.04 1.37 5.89 7.17 0.52 0.21 0.19 0.02
opiates 1.14 2.60 5.11 1.48 10.96 1.13 4.52 3.25 0.49 0.14 0.16 0.21
schizophrenia 2.13 5.96 11.15 1.80 23.74 1.45 5.82 5.85 0.50 0.18 0.18 0.13
selfharm 1.39 5.41 9.73 1.70 17.57 1.19 5.11 4.94 0.52 0.21 0.18 0.01
suicidewatch 1.96 7.10 13.44 1.85 27.85 1.29 5.74 6.73 0.46 0.22 0.19 0.03

subreddit is mostly unique. OpiateRecovery shows
some vocabulary overlap with the opiates and addic-
tion subreddits, which suggests that there are some
shared topics on these subreddits. One of the excep-
tions is the subreddit addiction. As illustrated in the
heatmap the addiction subreddit shows particularly
low values with other subreddits such as depression
and suicidewatch. This finding is not surprising as
substance addiction can lead to depression and suici-
dal thoughts, which is expected to be also expressed
in the nature of the communication. Note that the
diagonal of the matrix is suppressed to reduce the
matrix dimension.

Among our 16 subreddits, there are some subred-
dits that allude to the same mental health condition,
e.g. BipolarReddit and BipolarSOs both aim to fos-
ter a community to facilitate exchange about Bipo-
lar Disorder. While the subreddit BipolarSOs invites
participation from users that are affected themselves
or are in a relationship with someone affected by
Bipolar Disorder, BipolarReddit is solely focussed
on people suffering from this disorder. In Figure 1,
we can also see that vocabularies seem to be partially
shared (indicated by a lighter colour) across those
subreddits addressing the same mental health prob-

lem. For example, all three subreddits relating to
Bipolar Disorder (bipolar, BipolarReddit and Bipo-
larSOs) show a pairwise score of ∼ 0.6 as opposed
to ∼ 0.9 with other subreddits. Similarly, both the
self-harm subreddits also share a pairwise vocabu-
lary of ∼ 0.6. Interestingly, the subreddits autism
and schizophrenia also indicate a proximity of the
vocabularies and further investigations are required
to assess the shared vocabularies.

3.3 Sentiment/happiness expressions on
subreddits

In order to assess the emotions that Reddit users ex-
press on subreddits related to mental health prob-
lems, we used two different methods: (i) to assess
sentiment and (ii) to specifically assess happiness.
The results obtained by both methods are shown in
Figure 2. This figure illustrates that, on average, a
lot of negative sentiment is expressed across the dif-
ferent subreddits relating to mental health problems.
We can see that posts from the subreddit Suicide-
Watch express the highest rate of negative sentiment,
followed by posts from the Anxiety and self-harm-
related subreddits.

While in the majority of cases both sentiment and
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Figure 2: A small number of subreddits show a majority of

positive sentiments while a large number of subreddits show

predominantly negative sentiments. Positive values in this bar

plot correspond to positive sentiment and happiness, while neg-

ative values indicate negative sentiments or unhappiness.
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happiness expression possess the same direction (i.e.
either positive or negative), in a number of subred-
dits this is not the case. For example, the subred-
dit cripplingalcoholism shows expressions of hap-
piness as well as the expression of negative senti-
ment. As alluded to earlier, this particular subred-
dit includes people that see alcoholism as a life-
style choice. Though there may be happiness ex-
pressions related to overcoming alcoholism, there
are also happiness expressions relating to the glo-
rification of alcoholism, e.g. “[...] At the bottom
of this pile of clothes is a full pint! How it came to
rest there I don’t know, but thank you Taaka gods for
your gift on this day. [...]”.

Furthermore, Figure 2 shows a small number of
subreddits, where posts seem to express positive
sentiment. For example, the posts extracted from
the subreddit OpiatesRecovery seem to express not
only positive sentiment but also happiness. This
particular subreddit aims to foster a comunity that
focusses on helping each other get through opiate
withdrawals and users can post their progress. While
there are posts that discuss relapses, there are state-
ments such as “[...] I’m happy to say the shiv-
ers/flashes/heebeegeebees are a lot, lot better. Not
100% gone, but gone enough. I can deal with flashes
every 4-6 hours, cant deal with them every 15 min-
utes. [...]” to share the successes made during with-
drawal. The results shown in this figure are aver-
age values, which means that subreddits that show
an overall tendency to happiness and positive sen-
timent, may contain some posts including words of
negative sentiment and unhappiness, e.g. “[...] Buy-
ing garbage from some ignorant thug to put into my
fucking blood knowing how lethal it can be, but oh
it couldn’t happen to me. It’s bizarre that after all
this time of staying away I still can’t fully grasp how
fucking close to death I was every day. [...]” from
OpiateRecovery.

4 Discussion

In our study, we analysed 16 different subreddits
covering a range of mental health problems (see sup-
plementary material for more details). In our selec-
tion, there are subreddits with overlapping content,
e.g. StopSelfHarm and selfharm. We conducted an
analysis based on a selection of linguistic features
and found that most of the subreddits that are topic-
unrelated, possess a unique vocabulary (in terms of
words/word-pairs and the frequencies thereof) and
discriminating lexical and syntactic features. We
also observed differences in sentiment and happi-
ness expressions, which can give further clues about
the nature of a post.

As symptoms are shared across conditions and
more so, some of the mental health problems are co-
occurring (e.g. anxiety and depression), medications
and treatment strategies are shared across the differ-
ent illnesses, too. This, in consequence, means that
part of the vocabulary and thoughts across the differ-
ent subreddits are shared, making it harder to distin-
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guish between the different subreddits and, conse-
quently, the condition in question. Given the latter,
it is even more surprising that the similarity matrix
shown in Figure 1 shows a good separation of topic-
specific vocabularies on subreddits.

With respect to the expression of sentiment and
emotions, further work is needed. The methods ap-
plied here were developed based on Twitter data and
further investigations are necessary to find the parts
of the dictionary that are overlapping and an expert-
guided assessment as to whether the recognised ex-
pressions are representative and meaningful in the
context of mental health problems. A previous study
has investigated how support is expressed in social
media (Wang et al., 2015) and can be leveraged in
future work to see whether similar support models
hold true for the subreddits concerning mental health
conditions. Moreover, the methods we have used so
far are based on lexica, which lack contextual infor-
mation. In future work, we plan to add more con-
textualised semantic methods for determining senti-
ment and emotions.

One limitation of the work presented here is that
we did not include any subreddits that are unrelated
to mental health. For example, we could have in-
cluded a subreddit such as Showerthoughts into our
subset to assess which of the features are unique to
mental health problems only. However, this would
require the definition of what is a truly unrelated
subreddit and variety of topics so that the control set
is not biased in itself. Furthermore, as our primary
aim was to build a classifier that distinguishes sev-
eral mental health problems based on the findings
reported here, an implicit assumption is that a post
is by default relevant to mental health conditions and
does not need to be classified as such. Nevertheless,
we plan to address this limitation in future work.

5 Conclusions

After extracting data from several subreddits per-
taining to mental health problems, we investigated
a subset of language features to determine discrimi-
natory characteristics for each of the subreddits. Our
results suggest that there are discriminatory linguis-
tic features among subreddits, such as sentence com-
plexity or vocabulary usage. We could also show
that while mostly all subreddits relating to mental

health problems possess highly negative sentiment,
there are a number of subreddits, where positive
sentiment and happiness can be observed in posts.
However, in order to determine the most discrimi-
native features between different mental health con-
ditions, additional work is required continuing from
the results shown here. In conclusion, these results
pave the way for future work on classification of
posts and comments concerning a mental health con-
dition, which in turn could allow the assignment of
urgency markers to address a specific communica-
tion.
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Abstract 

The phenotypic complexity of Autism Spec-
trum Disorder motivates the application of 
modern computational methods to large col-
lections of observational data, both for im-
proved clinical diagnosis and for better scien-
tific understanding. We have begun to create a 
corpus of annotated language samples rele-
vant to this research, and we plan to join with 
other researchers in pooling and publishing 
such resources on a large scale. The goal of 
this paper is to present some initial explora-
tions to illustrate the opportunities that such 
datasets will afford. 

1 Introduction 

Autism Spectrum Disorder (ASD) is a highly het-
erogeneous, brain-based developmental disorder 
affecting approximately 1.5% of the population 
(Christensen, 2016). Primary diagnostic indicators 
include impairments in social communication and 
reciprocity, as well as the presence of repetitive 
behaviors and restricted patterns of interests 
(American Psychiatric Association, 2013). Despite 
significant symptom overlap in the core domains 
of social communication and repetitive behaviors, 
individuals diagnosed with ASD can look very dif-
ferent from one person to the next. Clinical presen-
tation varies substantially depending on age, con-
text, IQ, intervention history, and presence or ab-

sence of common comorbidities such as ADHD 
and anxiety disorder. The heterogeneous presenta-
tion with respect to overall severity and pattern of 
co-occurring conditions makes research aimed at 
improving treatments and isolating biological 
mechanisms much more complicated.  

The phenotypic heterogeneity of ASD contrib-
utes to conflicting research findings that paint a 
confusing picture in the literature. For example, 
depending upon the characteristics of a particular 
sample, groups of children with ASD can look as if 
they have face processing impairments or not 
(Weigelt, Koldewyn, & Kanwisher, 2012), percep-
tual processing biases or not (D’Souza, Booth, 
Connolly, Happé, & Karmiloff-Smith, 2015), and 
persistent social language differences or not (Fein 
et al., 2013). In response to reproducibility issues, 
one strategy has been to shift away from research 
based solely on a categorical conceptualization, 
such as schizophrenia, ADHD, and ASD, to a do-
main-based dimensional approach that cuts across 
traditional diagnostic categories. This approach to 
understanding mental disorder is explicitly encour-
aged by the National Institute of Mental Health 
through the Research Domain Criteria effort 
(RDoC; (Insel, 2014)). The RDoC approach is 
trans-diagnostic and grounded in the study of pro-
cess (where there is clear or emerging support on 
underlying biological processes), such as specific 
neural systems that relate to dimensions of behav-
ior in model systems and in humans.  
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A complementary approach to improve repro-
ducibility is to focus on large sample sizes so as to 
be able to more easily generalize results to all indi-
viduals with autism. Most research groups lack the 
resources to obtain large samples, and thus pooled 
efforts and data sharing become key. Large sam-
ples also provide the statistical power necessary to 
control for a larger array of possible confounding 
variables. In an effort to increase data sharing and 
power to parse the heterogeneity of ASD, the Na-
tional Institutes of Health established the National 
Database for Autism Research (NDAR; (“National 
Database for Autism Research - Home,” n.d.)). 
This database provides de-identified data for large 
N secondary data analyses. However, aside from 
common characterization variables (see Bone, 
Goodwin, et al., 2014), NDAR will not have suffi-
cient data for more specialized needs such as hu-
man language technology research. 

In this paper, we describe a new opportunity for 
data sharing in a format designed to facilitate re-
search on speech and language in ASD, and ex-
plore the possibilities associated with this sort of 
database. The Children’s Hospital of Philadelphia 
Center for Autism Research (CAR) collected the 
samples analyzed here, and established a collabo-
rative project with the University of Pennsylvania 
Linguistic Data Consortium (LDC). We focus on 
recorded conversations that took place from 2008-
2015 during the course of clinical evaluations for 
autism. 

1.1 The Autism Diagnostic Observation 
Schedule 

The ADOS is a semi-structured, conversation- and 
play-based evaluation tool used by expert clini-
cians to help inform diagnostic decision-making. 
There are 4 versions of the ADOS, one of which is 
selected for administration based on an individu-
al’s language ability at the time of evaluation. 
Module 3 requires phrase speech, and includes a 
large section devoted to conversation. During this 
part of the evaluation, clinicians ask questions 
about social-emotional concerns. These questions 
are designed to elicit language or behavior that dif-
ferentiates individuals with social communication 
difficulties from those without (e.g., “What does 
being a friend mean to you? Do you ever feel lone-
ly?”). Importantly, the samples arising from this 

section are similar in form and content to samples 
used in past clinically-oriented HLT research. 

One benefit of targeting language produced dur-
ing the ADOS for HLT research is ubiquity; the 
ADOS is widely included in research-grade Gold 
Standard diagnostic evaluations, both inside and 
outside the United States, and is routinely recorded 
for clinical reliability purposes. Many of these au-
dio-video recordings are associated with clinical 
metadata such as age, sex, clinical judgment of 
ASD status, autism severity metrics, IQ estimates, 
and social/language questionnaires, as well as ge-
netic panels, brain scans, behavioral experiments, 
and infrared eye tracking. The quality of recording 
is variable, with a multitude of recording methods 
employed. A substantial number of these record-
ings have yet to be assembled into a large, sharea-
ble resource. We view this as a largely untapped 
opportunity for data sharing that could facilitate 
advancements in clinically oriented HLT research 
and autism research more broadly.  

1.2 The present study 

In 2013, CAR and the Linguistic Data Consortium 
(LDC) began a project aimed at analyzing ADOS 
recordings from more than 1200 toddlers, children, 
teens, and adults, most of which were ultimately 
diagnosed with ASD. These recordings are associ-
ated with rich characterization data in the form of 
interviews and questionnaires, cognitive and be-
havioral assessments, eye tracking, brain scans, 
and genetic tests. Our initial goal was to determine 
whether automated analysis of language recorded 
during the ADOS could predict diagnostic status, 
although our aims have since expanded to include 
identifying correlates of phenotypic variability 
within ASD. This second aim is particularly mean-
ingful in the clinical domain and in our search for 
causes of autism; if we can accurately and objec-
tively quantify the linguistic signal, we have a 
much better chance of reliably mapping it to real-
world effects and to connecting it with biological 
mechanisms.  

The current paper reports on our work-in-
progress, and provides preliminary results from a 
cohort of 100 children. We analyze a small subset 
of possible lexical and acoustic features in combi-
nation with clinical measures. Our goal is to spur 
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interest in growing and sharing valuable resources 
like this one. 

2 Dataset  

To date, our corpus includes natural language sam-
ples from 100 participants engaged in the conver-
sation and reporting section of ADOS Module 3 
(mean length of recording ~20 minutes).  

2.1 Subjects 

Three diagnostic groups were included: ASD 
(N=65, mean age: 10 years), non-ASD mixed clin-
ical (N=18, mean age: 10.39 years), and typically 
developing (TD; N=17; mean age: 11.29 years). 
ASD is more common in males than females 
(Wing, 1981), and our clinical groups have more 
boys than girls (ASD: 75% male; non-ASD mixed 
clinical: 94% male; TD: 47% male). Mothers and 
fathers had a median post-high school educational 
level of 4 years (Bachelor’s degree) for the ASD 
and non-ASD mixed clinical groups, and 2 years 
(Associate’s degree) for the TD group. Median 
household income was $60,000-$99,000.  

The ASD group was determined to have an au-
tism spectrum disorder according to DSM-IV crite-
ria after a Gold Standard evaluation that included 
the ADOS, cognitive testing, parent interviews, 
and questionnaires. After undergoing the same rig-
orous evaluation as their peers with ASD, the non-
ASD mixed clinical group was determined not to 
meet diagnostic criteria. This group is highly het-
erogeneous, with some participants exhibiting sub-
threshold ASD symptoms and others diagnosed 
with anxiety or ADHD. Due to the small sample 
size of this group and the TD group, analyses 
should be interpreted with caution. The TD group 
had no reported history of ASD, no significant 
neurological history, no first-degree family mem-
bers with ASD, and did not meet clinical cutoffs on 
a common ASD screener (Social Communication 
Questionnaire; SCQ; (Rutter, Bailey, & Lord, 
2003)). 

2.2 Clinical measures 

Participants were administered a variety of behav-
ioral and cognitive tests during in-person visits at 
the Center for Autism Research. Parents completed 
questionnaires about their child’s social and behav-
ioral functioning either directly before or during 

the visit. Means, standard deviations, and ranges 
are provided in Table 1. 

Autism Diagnostic Observation Schedule 
(ADOS; (Lord et al., 2012)). In addition to provid-
ing natural language samples, the ADOS is a 
scored instrument. Highly trained clinicians rate 
various aspects of children’s behavior on a scale of 
0-3 (higher = more autism-like). A subset of these 
ratings are combined using an algorithm that re-
sults in a total score for each of two domains: so-
cial affect (SA) and repetitive behaviors/restricted 
interests (RRB). Three comparison scores can also 
be calculated, which roughly index the severity of 
autism symptoms for a given child overall, in the 
social affect domain, and in the repetitive behav-
iors/restricted interests domain (see Table 1).  
 
Table 1. Means and standard deviations for cogni-
tive test scores, clinical observation ratings, and 
parent questionnaires. 
 

 ASD Non-
ASD TD 

Full-scale IQ 105.31 
(14.88) 

97.77 
(11.01) 

104.06 
(14.68) 

Verbal IQ 106.91 
(14.41) 

100.78 
(12.64) 

108.24 
(14.07) 

Nonverbal IQ 105.94 
(13.95) 

95.06 
(10.29) 

100.94 
(14.24) 

ADOS severity 
score 

6.49 
(2.47) 

2.72 
(1.56) 

1.47 
(0.94) 

ADOS SA severity 
score 

6.29 
(2.42) 

3.06 
(1.92) 

2.06 
(1.3) 

ADOS RRB severity 
score 

7.08 
(2.54) 

4.72 
(2.91) 

2.53 
(2.18) 

SRS t-score 80.6 
(16.46) 

81.22 
(17.91) 

39.82 
(5.05) 

CCC-2 GCC  81.44 
(14.13) 

77.24 
(14.84) 

115 
(8.24) 

CCC-2 SIDI  -9.75 
(8.07) 

-5.7 
(12.68) 

5.4 
(6.01) 

 
Differential Abilities Scales – 2nd Edition 

(DAS-II; (Elliott, 2007)). Overall (full-scale) IQ, 
non-verbal IQ, and verbal IQ were assessed via the 
DAS-II. DAS-II IQ measures have a mean of 100. 

Children’s Communication Checklist – 2nd 
Edition (CCC; (Norbury, Nash, Baird, & Bishop, 
2004)). The CCC-2 is a norm-referenced parent re-
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port questionnaire focused on aspects of structural 
and pragmatic language. The Global Communica-
tion Composite (GCC) is an overall measure of 
parent impressions of child communication compe-
tency, and the Social Interaction Difference Index 
(SIDI) score is designed to flag children in need of 
further evaluation for ASD or other disorders (neg-
ative scores indicate risk). 

2.3 Interviews 

Research reliable PhD-level clinical psychologists 
and/or psychology trainees administered the 
ADOS module 3 to all participants in quiet neutral 
rooms. Evaluations were videotaped using a single 
feed or PiP from 3 corner-mounted cameras, and 
audio was recorded through a ceiling microphone. 
After we obtained consent from participants to use 
their sessions for research purposes, entire video 
recordings were copied from their original media 
onto a shared file system accessible only to project 
members with current certifications for research on 
human subjects. Audio was extracted from the vid-
eo stream and saved in lossless FLAC format. Ex-
cept for extraction and format conversion, the data 
was identical to the original recording. 

The ADOS is a semi-structured interview, so 
questions from the conversation and reporting sec-
tion were occasionally spread throughout the entire 
interview (which lasts approximately 45-60 
minutes). More often, they were clustered together 
in a section that lasts ~20 minutes. A knowledgea-
ble member of study staff selected the largest 
chunk of continuous conversation and reporting 
questions for transcription and annotation.  

2.4 Transcription and annotation 

As described in a prior methods paper (Parish-
Morris et al., 2016), transcription teams at LDC 
and CAR created time aligned, verbatim, ortho-
graphic transcripts of the conversation and report-
ing section for each participant. The LDC tran-
scription team consisted of two junior and two sen-
ior transcribers, all college educated native speak-
ers of American English. The junior transcribers 
performed segmentation of the audio files into 
pause groups and transcription. The senior tran-
scribers corrected the initial transcripts and occa-
sionally did transcription from scratch. 

For this effort, LDC created a new transcription 
specification that resembles those used for conver-
sational speech. The principal differences are that 
the current specification requires that participants 
be labeled only by their role (Interviewer and Par-
ticipant) and that the boundaries between speech 
and non-speech be placed rather accurately be-
cause (inter-)turn duration is a factor of interest. 

After LDC established the transcription process 
and pilot results were found to be promising, CAR 
developed a team to extend the corpus and begin 
evaluating inter-annotator agreement. The CAR 
team consists of multiple pairs of college educated 
native speakers of American English that tran-
scribe the conversation and reporting section of the 
ADOS independently, a third more senior tran-
scriber responsible for comparing and adjudicating 
the work of the first two, and a fourth transcriber 
who compares CAR and LDC transcripts when the 
latter are available, and adjudicates remaining dis-
agreements. In this way, 4 transcribers and 2 adju-
dicators with complementary goals produce a 
“gold standard” transcript for analysis and for 
evaluation/training of future transcriptionists. 

2.5 Quality control  

LDC transcribed 52 files, and CAR transcribed 100 
including independent transcriptions of the 52 that 
LDC transcribed. A simple comparison of word 
level identity between CAR’s adjudicated tran-
scripts and LDC’s transcripts revealed 93.22% 
overlap on average, before a third adjudication re-
solved differences between the two. In the case of 
files that were transcribed by CAR only (N=48), 
pre-adjudication overlap in word-level compari-
sons between transcribers averaged 92.18%. We 
are confident that two or three complete transcrip-
tions plus one or two complete adjudications has 
resulted in a reliable data set. 

2.6 Forced alignment  

Segmentations for the transcribed turns of each 
ADOS evaluation were produced by forced align-
ment using an aligner trained on all turns in the 
corpus. The aligner was trained with the Kaldi 
ASR toolkit (Povey et al., 2011) using the 
CMUdict lexicon with stress markings removed; 
pronunciations for out-of-vocabulary (OOV) words 
were generated with the Sequitur G2P toolkit 
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(Besacier, Barnard, Karpov, & Schultz, 2014) us-
ing a model trained on CMUdict. The acoustic 
frontend consisted of 13 mel frequency cepstral 
coefficient (MFCC) features extracted every 10 ms 
using a 25 ms Hamming window plus first and se-
cond differences; all features were normalized to 
zero mean and unit variance on a per-speaker ba-
sis. A standard 3-state Bakis model was used for 
all speech phones and a 5-state models allowing 
forward skips used to model non-speech 
phones  (silence, breaths, coughs, laughter, 
lipsmacks, and other non-speech vocalizations), 
untranscribable regions, and out-of-vocabulary 
words (words which were not in CMUdict and for 
which grapheme-to-phoneme transduction failed). 
To improve segmentation accuracy, special 1-state 
boundary models were inserted at each phone tran-
sition as in Yuan et al.  (2013). Acoustic  modeling 
was performed using a deep neural network con-
sisting of 4 layers of 512 rectified linear units with 
input consisting of an 11 frame context (5-1-5). 

Feature extraction. In this first analysis, we fo-
cused on child features (lexical and acoustic). 
Planned future analyses will assess interviewer fea-
tures, and integrate across both speakers to assess 
variables such as synchrony and accommodation. 

Word choice. Prior research suggests that indi-
viduals with ASD produce idiosyncratic or unusual 
words more often than their typically developing 
peers (Ghaziuddin & Gerstein, 1996; 
Prud’hommeaux, Roark, Black, & Van Santen, 
2011; Rouhizadeh, Prud’Hommeaux, Santen, & 
Sproat, 2015; Rouhizadeh, Prud’hommeaux, 
Roark, & van Santen, 2013; Volden & Lord, 
1991); and may repeat words or phrases (van 
Santen, Sproat, & Hill, 2013). Using a lexical fea-
ture selection approach (Monroe, Colaresi, & 
Quinn, 2008), we calculated the frequency of each 
word in a child’s transcript. We used this feature to 
classify samples as ASD or TD. 

Disfluency. Differential use of the filler words 
“um” and “uh” has been found across men and 
women, older and younger people, and in ASD 
(Irvine, Eigsti, & Fein, 2016; Lunsford, Heeman, 
& Van Santen, 2012; Wieling et al., 2016). Here, 
we compared the percentage of UM relative to 
UM+UH across groups.  

Speaking rate. In our pilot analysis, we found 
slower speaking rates in children with ASD vs. TD 
(Parish-Morris et al., 2016). We attempted to repli-

cate this finding in a larger sample by calculating 
the mean duration of each word produced by par-
ticipants in a speech segment (a stretch of speaking 
between silent pauses).  

Latency to respond. Children with ASD have 
been reported to wait longer before responding in 
the course of conversation (Heeman, Lunsford, 
Selfridge, Black, & Van Santen, 2010). To explore 
this feature in our own sample, we calculated the 
elapsed time between clinician and child turns.  

Fundamental frequency. Prior research has 
found that pitch variables distinguish language 
produced by children with ASD from language 
produced by typically developing children (Asgari, 
Bayestehtashk, & Shafran, 2013; Kiss, van Santen, 
Prud’hommeaux, & Black, 2012; Schuller et al., 
2013). Here we compared the prosody of partici-
pants by calculating mean absolute deviation from 
the median (MAD) as an outlier-robust measure of 
dispersion in F0 distribution. 

3 Preliminary analysis and results 

The analyses and figures below are meant to spur 
interest and give a hint as to potential avenues to 
explore using a larger data set. A subset (N=46) of 
the current sample was described in a forthcoming 
paper (Parish-Morris et al., 2016). 

3.1 Diagnostic classification 

We found that word choice alone served surpris-
ingly well to separate the ASD and TD groups. Na-
ïve Bayes classification, using leave-one-out cross 
validation and weighted log-odds-ratios calculated 
using the “informative Dirichlet prior" algorithm 
of Monroe et al. (2008), correctly classified 68% of 
ASD patients and 100% of typical participants. 
Receiver Operating Characteristic (ROC) analysis 
revealed good sensitivity and specificity using this 
classification metric, with AUC=85% (Figure 1).  

The 20 most “ASD-like” words in this analysis 
were: {nsv}, know, he, a, now ,no , uh, well, is, ac-
tually, mhm, w-, years, eh, right, first, year, once, 
saw, was (where {nsv} stands for “non-speech vo-
calization”, meaning sounds that with no lexical 
counterpart, such as imitative or expressive nois-
es). Of note, “uh” appears in this list, as does “w-”, 
a stuttering-like disfluency.  

At the other end of the scale, we found that the 
20 least “ASD-like” words in this analysis were: 
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like, um, and, hundred, so, basketball, something, 
dishes, go, york, or, if, them, {laugh}, wrong, be, 
pay, when, friends. Here, the word “um” appears, 
as does the word “friends, and laughter. 

 
Figure 1. Receiver operating characteristic on 
word choice separates ASD from TD. 

 

 
As we discuss below, many linguistic and pho-

netic features showed systematic differences 
among the diagnostic groups, and feeding combi-
nations of these features into modern machine-
learning algorithms will certainly do an even better 
job of classifying the participants in our dataset 
than a simple “bag of words” model. However, we 
feel that focus on classification at this stage is 
premature, because of the previously-referenced 
phenotypic diversity and uneven diagnostic group 
sizes in our sample. Rather, we believe that similar 
analysis of much larger datasets will enable us to 
place individuals in a space with several significant 
dimensions of relevant variation, rather than trying 
to force them into discrete categories.  

3.2 Other feature differences 

Disfluency. We compared rates of um production 
across the ASD and TD groups (um/(um+uh)). The 
ASD group produced UM as 61% of their filled 
pauses (CI: 54%-68%), while the TD group pro-
duced UM as 82% of their filled pauses (CI: 75%-
88%). The minimum value for the TD group was 
58.1%, and 23 of 65 participants in the ASD group 
fell below that value. 

Given prior research showing sex differences on 
this variable (Wieling et al., 2016), we marked data 
points as originating from males or females for the 
purposes of visualization. Figure 2, plotting overall 

rate of filled pauses against the proportion of filled 
pauses that are UM, illustrates this interaction of 
sex and diagnostic category. This naturally raises 
the question of what other characteristics might al-
so be correlated with these differences; and it un-
derlines the opportunity to use data of this type to 
discover and explore new dimensions of relevant 
variation. 

 
Figure 2. Disfluencies in the ASD and TD groups. 

 
 
Speaking rate. A comparison of mean word dura-
tion as a function of phrase length revealed that TD 
participants spoke the fastest (overall mean word 
duration of 376 ms, CI 369-382, calculated from 
6891 phrases), followed by the non-ASD mixed 
clinical group (mean=395 ms; CI 388-401, calcu-
lated from 6640 phrases), followed by the ASD 
group with the slowest speaking rate (mean=402 
ms; CI: 398-405, calculated from 24276 phrases). 
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Figure 3. Mean word duration as a function of 
phrase length differed among all three groups.  

 
 
Child latency to respond. Our analyses revealed 
that children with ASD were slower to respond to 
interviewer bids for conversation than TD partici-
pants, with children in the non-ASD mixed clinical 
group falling in the between. 
 
Figure 4: Cumulative distribution of response la-
tencies for three diagnostic categories. 

 
 

Fundamental Frequency. To compare the 
prosody of participants we examined an outlier- 
robust measure of dispersion in their F0 distribu-
tion: mean absolute deviation from the median 
(MAD). F0 contours were extracted for every 
ADOS session using an implementation of the 
Kaldi pitch tracking algorithm (Gharemani et al. 
2014) using a 10 ms step, 10 ms analysis window 
width, and search range of 50 to 600 Hz, with all 
frames identified as belonging to a voiced phone in 
the forced alignment retained. After then dropping 
frames from speech segments (as defined in Sec-

tion 2.7) of duration less than 500 ms and and 
longer than 5 seconds, F0 values were transformed 
from Hz to semitones using the  5th percentile of 
each speaker as the base, which served as input for 
computation of MAD. As depicted in the box-and-
whisker plot in Figure 5, MAD values for F0 are 
both higher and more variable within the ASD and 
non-ASD mixed clinical group than the TD group 
(ASD: median: 1.99, IQR: 0.95; non-ASD: medi-
an: 1.95, IQR: 0.80; TD: median: 1.47, IQR: 0.26). 
 
 
Figure 5: Median absolute deviation from median 
F0 in semitones relative to speaker’s 5th percentile. 

 

3.3 Correlations with clinical and demo-
graphic measures 

Our relatively large group of 65 children with ASD 
offered an opportunity to examine within-group 
correlations. Due to space constraints, we focus on 
disfluency and response latency. Future analyses 
with a larger sample will explore these relation-
ships in TD and non-ASD mixed clinical partici-
pants. 

Disfluency. We explored relationships between 
the percent of um/uh disfluencies that were “um”, 
and age/sex/IQ. No significant relationships were 
found with age or IQ (full-scale, verbal, or non-
verbal). As suggested by Figure 2, we found signif-
icant sex differences in “um” fillers. Males with 
ASD filled pauses with “um” instead of “uh” at 
significantly lower rates (M=56%) than females 
with ASD (M=75%; Welch’s t=-3.20, p=.003). 
This finding mirrors sex differences found in larger 
samples of typically developing adults (Wieling et 
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al., 2016). More “um” use was also associated with 
lower ADOS severity scores (Spearman’s Rho=-
.25, p=.045; males and females did not differ on 
autism severity), but parent ratings of social and 
communication competence as measured by the 
CCC-2 were unrelated to “um” use. This discrep-
ancy could be due to the nature of the prolonged 
observation on the part of parents (judgments are 
based on years of observation, during which time 
parents may become used to their child’s disfluen-
cies) versus the short, time-constrained observa-
tions of clinicians.  

Child latency to respond. The mean length of 
transitions from interviewer to participant did not 
correlate with age or any measure of IQ, nor did it 
differ by participant sex. It did, however, correlate 
positively with overall ADOS calibrated severity 
scores (Pearson’s r =.28, p=.02). An examination 
of subscale severity scores suggests some measure 
of specificity; the social communication severity 
score of the ADOS correlated with response laten-
cy (Pearson’s r=.31, p=.01), while the repetitive 
behaviors/restricted interests severity score did not 
(Pearson’s r =.04, p=.73). As in the case of disflu-
encies, response latency did not correlate with par-
ent reports of social communication competence. 

3.4 Discussion 

Our preliminary exploration of this new data set 
indicates that word choice produced during ADOS 
evaluations can be used to differentiate children 
with ASD from typically developing children with 
good sensitivity and specificity. Using a variety of 
features, including word choice, inter-turn pause 
length, and fundamental frequency, we were able 
to characterize the linguistic signal at a highly 
granular level. Importantly, we not only found that 
these features discriminate groups, but also showed 
that certain features also correlate with clinical 
presentation. This relationship suggests language-
clinical connections that inform personalized ap-
proaches to social communication intervention.  

Classification sensitivity and specificity using 
word choice went down relative to prior work with 
a smaller pilot sample (AUC: 92%; (Parish-Morris 
et al., 2016)). This may be due to at least two fac-
tors that underline the need for a larger corpus than  
the one we have at present. First, we increased the 
variability of our ASD sample by adding more het-

erogeneous participants. Our first pilot sample 
consisted of carefully selected “clean” groups of 
children with classic ASD and typically developing 
controls, whereas the extension reported here was 
much more realistic and clinically unclear (e.g., we 
included ASD participants with a milder phenotype 
or clinical comorbidities). Second, participants in 
our first pilot groups were individually matched on 
a variety of characteristics (age, IQ, sex, parent ed-
ucation, income). Our extended sample tripled our 
ASD sample, did not increase our TD sample sig-
nificantly, and did not match individually. It is un-
usual for TD participants to be administered the 
ADOS evaluation in most labs, partly due to the 
expensive and time-consuming nature of the as-
sessment. Large, comparable samples from TD 
participants are essential to research in this area, 
and will require efforts to improve accessibility 
and reduce cost in future studies. 

4 Future directions 

4.1 New sources, more participants 

The ASD sample reported here is large relative to 
much prior work, but our analyses were nonethe-
less constrained by smaller comparison groups. We 
are actively annotating additional ASD samples 
from past studies conducted at the Center for Au-
tism Research, collecting new data from an ex-
panded age range in our lab (including preschool-
ers and adults), and seeking out collaborators who 
wish to contribute language samples to this collec-
tion. (Due to privacy laws, final transcripts and au-
dio recordings from this and all other collections 
must be carefully wiped of personally identifiable 
information prior to sharing, a process that is cur-
rently underway for the present sample.) In par-
ticular, we are searching for diverse, well-
phenotyped samples enriched for typically devel-
oping participants, participants with non-ASD clin-
ical diagnoses, and females with ASD.  

Fewer girls than boys are diagnosed with ASD 
(Christensen, 2016), and they have been historical-
ly understudied. Significant linguistic features in-
teract with sex, however (e.g., differences in the 
use of disfluencies such as um/uh), making this 
variable especially important to study. We aim to 
build a cohort of samples from females with and 
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without ASD, to explore the effects of sex-
diagnosis interactions on language features.  

One immediate goal for our team is to begin tel-
ephone collection of ADOS-like samples. Re-
search-grade ADOS recordings, while retrospec-
tively ubiquitous, are not inexpensive or easy to 
obtain. At present, participants and families must 
meet with a highly trained clinician, often traveling 
long distances to do so. We are in the process of 
developing a protocol that can be administered 
over the telephone, with relatively untrained con-
versational partners. We aim to explore the relative 
classification and characterization value of this 
method versus rigorous lab-based ADOS record-
ings.  

4.2 Interviewer Analysis 

Our current analysis is far from comprehensive. 
Most notably, we constrained our analyses to child 
features. Given that the ADOS evaluation is a con-
versation, it is essential to analyze interviewer 
speech and language characteristics as well (Bone 
et al., 2012; Bone, Lee, Black, et al., 2014; Bone, 
Lee, Potamianos, & Narayanan, 2014). Future 
analysis plans include assessing dynamic relation-
ships between interviewer and child features over 
the course of the evaluation.  

4.3 Additional types of annotation 

We saw interesting patterns in the use of UM and 
UH emerge in the present analysis, and in the list 
of the most ASD-associated words, we saw one 
example of a fluent self-correction, namely the par-
tial word w-. This suggests that a more comprehen-
sive annotation of disfluencies, including their se-
mantic, morpho-syntactic, phonetic, and prosodic 
affinities, would be informative. 

Word frequencies were surprisingly diagnostic – 
perhaps the frequency of syntactic and semantic 
word categories will also be interesting, including 
things like parts of speech, negations, and contrac-
tions. It is likely to be worthwhile to distinguish 
the semantic categories of referents, e.g. to indi-
viduals, groups, places, and so on. Various other 
semantic categories may also be interesting – con-
creteness of reference, span of co-reference rela-
tions, definiteness and indefiniteness, and so on. 

We saw some signal in simple counts of turn 
length and speech-segment length – it is plausible 

that we would learn more from an analysis of syn-
tactic features such as clause length, depth of em-
bedding, frequency of various sorts of modifica-
tion, etc. Modern analysis techniques can make it 
relatively cheap to get high-quality analyses of this 
type.  

We could multiply examples almost indefinitely. 
Our main point in starting the list is that when we 
have a large body of sharable data of this type, 
then researchers with new ideas can add their own 
layers of annotation and explore the resulting pat-
terns. Modern techniques for tagging, parsing, and 
other sorts of analysis will make such explorations 
increasingly efficient – as long as a large body of 
appropriate data is available. 
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Abstract

The need to protect privacy poses unique
challenges to behavioral research. For in-
stance, researchers often can not use exam-
ples drawn directly from such data to ex-
plain or illustrate key findings. In this re-
search, we use data-driven models to synthe-
size realistic-looking data, focusing on dis-
course produced by social-media participants
announcing life-changing events. We com-
paratively explore the performance of distinct
techniques for generating synthetic linguistic
data across different linguistic units and top-
ics. Our approach offers utility not only for
reporting on qualitative behavioral research on
such data, where directly quoting a partici-
pant’s content can unintentionally reveal sen-
sitive information about the participant, but
also for clinical computational system devel-
opers, for whom access to realistic synthetic
data may be sufficient for the software devel-
opment process. Accordingly, the work also
has implications for computational linguistics
at large.

1 Introduction

Behavioral research using personal data, such as that
from social media or clinical studies, must continu-
ally balance insights gained with respect for privacy.
Ethical and legal demands also come into play. De-
identification involves removing information such as
named entities, address-specific information and so-
cial security numbers. However, naive approaches
are often prone to privacy attacks. Such de-identified
data will often still contain information that, when

combined with other data from different resources,
can point to the individual who generated it. For
example, if a de-identified dataset contains detailed
demographic information, it could then be possible
to extract a small list of people matching this infor-
mation and to identify a specific person using other,
publicly available data.

One approach that strikes a good balance is to
synthesize realistic-looking data with the same sta-
tistical properties as actual data. Our contribution
is to compare different techniques for synthesizing
behavioral data. Specifically, we explore this prob-
lem in a case study with social media texts that in-
volve social media participants making announce-
ments about life-changing events, which are per-
sonal in nature and which also may affect, positively
or negatively, a person’s well-being.

Two immediate applications to clinical research
that motivate this approach are: qualitative results
reporting involving textual data and data access is-
sues for software development purposes. Neither
readers of scientific reports nor software developers
need access to the original data as long as realistic
looking synthetic data is available.

2 Related Work

In the clinical setting, data privacy is important.
Anonymization aims to ensure that data is untrace-
able to an original user, whereas de-identification
may allow the data to be traced back to a user with
third-party information.

Szarvas et al. (2007) developed a model for
anonymizing personal health information (PHI)
from discharge records. The model identifies PHIs
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Figure 1: Top level view of the proposed anonymiza-
tion system. Data is fed to a model which here is a
character-based Long-Short Term Memory (LSTM).
The LSTM generates new tweets based on the input
data.

in several steps and labels all entities which can be
tagged from the text structure. It then queries for
additional PHI phrases in the text with help from
tagged PHI entities.

Bayardo and Agrawal (2005) present improved k-
anonymity methods and provide efficient algorithms
for data dimensionality reduction. However, even
if information such as names of people or providers
or quasi-identifiers (QIs) are removed, there are still
ways to compare the de-identified data with other

records having these identifiers.
In contrast to traditional anonymization and de-

identification methods, generation of synthetic data
can handle various aspects of hiding individuals, by
aggregating and severing data from individual users,
yet maintaining the statistical properties of the data
used to train generation models. For this paper we
explore several forms of data generation, using so-
cial media (Twitter) data about life-changing events
as a case study. For example, Twitter data has been
used for studying important life-changing events
(De Choudhry et al., 2013; Li et al., 2014). Other
studies present methods for anonymizing Twitter
datasets. Terrovitis et al. (2008) model social me-
dia as an undirected, unlabeled graph which does re-
tain privacy of social media users. Daubert et al.
(2014) discuss the different methods for anonymiza-
tion of Twitter data. However, there is a lack of work
that addresses synthetic data creation using machine
generation models.

This paper compares traditional statistical lan-
guage models and Long Short Term Memory
(LSTM) models to learn models from a training set
of Twitter data to generate synthetic tweets. LSTMs
are recurrent neural networks designed to learn both
long and short term temporal sequences. These net-
works were introduced by Hochreiter and Schmid-
huber (1997), with several improvements over the
years, the most common of which include individual
gating elements (Graves and Schmidhuber, 2005).
LSTMs have been shown to perform at state-of-
the-art levels for many tasks, including handwriting
recognition and generation, language modeling, and
machine translation (Greff et al., 2015).

3 Data

Twitter is a microblogging platform used by peo-
ple to post about their lives. If harnessed properly,
tweets can be used for analysis and research of be-
havioral patterns as well as in studying health infor-
mation.

We collected tweets using Twitter’s streaming
API along with customized query strings. These
queries targeted the life-changing events of birth,
death, marriage, and divorce. The tweet collec-
tion process suggested that users were more likely
to share joyful news about marriage and birth, and
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Table 1: Birth patterns

birth of baby/brother/son/daughter/brother/sister
parents of baby/son/daughter/boy/girl/angel
arrival of baby/brother/son/daughter/sister/angel
just gave birth to baby/son/daughter/boy/girl
weigh/weighing #Number lbs/pounds
its a boy/girl
pregnant/c-section

Table 2: Marriage patterns

I’m/we are getting/sister/brother/mother married
friend/uncle/aunt is getting married
I/we/sister/brother/friend/uncle/aunt got married

Table 3: Death patterns

RIP mom/mama/dad/father/grandmother/brother/
RIP grandpa/grandfather/sister/friend
he/mom/mama/dad/father passed away
grandfather/grandpa/grandma passed away
brother/sister/friend passed away

less likely to share difficult news about death and di-
vorce. Tweets on divorce were particularly scarce,
so this event was ignored as the study continued.

The pool of tweets came from a collection of
tweets from a mid-sized city in the US North East in
2013 as well as streaming tweets irrespective of lo-
cation from early 2016. Roughly 18 million tweets
were collected, including tweets for the three afore-
mentioned categories of birth, death, and marriage.
Only the text of the tweets was utilized for this study.

After inspecting the data, we formulated a set of
lexical keywords, phrases and regular expressions
to collect tweets by category. These reflected top-
ical patterns, such as announcements of marriage or
birth in the family, the weight of the newborn baby
or whether it is a girl or a boy, or the passing of a
friend or family member. Table 1 shows the patterns
used to extract tweets about birth. Similarly, Table
2 shows the patterns for marriage, and Table 3 for
death. We attempted to remove tweets about celebri-

ties, TV shows, news stories, and jokes. After filter-
ing, we selected and hand-annotated for each cate-
gory a set of 2000 tweets. For comparison’s sake we
also chose randomly 2000 (unlabeled) tweets from
the data, and call this the general category. Note
that any tweet could be present in this category, in-
cluding those from the first three categories.

We replaced Twitter usernames with the token
@USER, while URL links, retweets, and emoti-
cons were replaced with the keywords URL, RT, and
EMOT, respectively. We removed the pound signs
from hashtags to make it look more like general
written language and to reduce the dictionary size
of the word-based language models.

For the character-based models, we performed the
following further steps. We separated each character
in the input data by a space and replaced the usual
space characters with <space>. We considered the
tags introduced in the earlier pre-processing phase
(e.g. - @USER) to be unique characters. On output,
we replaced all space characters with the null string
and replace the space tag <space> with the space
character.

Tables 4 through 6 show samples of collected
tweets.

Table 4: Birth tweets

She gave birth to the baby aww congrats
loulou @USER
birth of Baby Tyler (They picked my baby
name suggestion )

Table 5: Death tweets

my grandpa passed away today All I hope is
that things get better
@USER my grandma passed away

Table 6: Marriage tweets

me and @USER just got married
we getting married

87



4 Methods

4.1 Long-Short Term Memory
Recurrent neural networks (RNN) are popular mod-
els that have shown great potential in many natural
language processing (NLP) tasks. LSTMs (Hochre-
iter and Schmidhuber, 1997; Graves and Schmidhu-
ber, 2005) are a specific subset of RNNs that have
been modified to be especially good at condition-
ing on both long and short term temporal sequences.
LSTMs modify the standard design of neural net-
works in several ways: they eliminate the strict re-
quirement that neurons only connect to other neu-
rons in succeeding layers (adding recurrence), con-
vert the standard neuron into a more complex mem-
ory cell, and add non-linear gating units which serve
to govern the information flowing out of and recur-
sively flowing back into the cell (Greff et al., 2015).
The memory cell differentiates itself from a simple
neuron by including the ability to remember its state
over time; this coupled with gating units gives the
LSTM the ability to recognize important long-term
dependencies while simultaneously forgetting unim-
portant collocations.

Figure 2: A single LSTM memory block. The three
gates govern the input node and memory cell to al-
low long term memory. The function ϕ is the tanh
function and the function σ is the sigmoid function.

The LSTM we use here, as implemented by
Karpathy (2015) modifies the original architecture
by removing peephole connections. The intuitive
understanding of the components in an LSTM mem-
ory block can be summarized as:

1. Input node: Also known as input modulation
gate or new memory gate, takes the input and

the past hidden state to summarize the new in-
put in light of the past context from ht−1.

2. Input gate: Also known as write gate, takes the
input and the past hidden state to determine the
importance of the current input as it effects the
cell.

3. Forget gate: Also known as reset gate, takes
the input and the past hidden state and gives
the provision for the hidden layer to discard or
forget the historical data.

4. Output gate: Takes the input and the past hid-
den state and determines what parts of the cell
output ct need to be present in the new hidden
state ht for the next timestep.

5. Memory cell: Takes advice from the forget
gate and governed Input Node to determine the
usefulness of the previous memory ct−1 to pro-
duce the new memory ct.

The functionality above describes only how a sin-
gle LSTM memory block works, analogous to a sin-
gle neuron in a regular neural network. To create an
LSTM which learns, hundreds of these blocks are
combined in a single layer (analogous to hundreds
of nodes in a hidden layer), with the hidden output,
ht,ct of one block feeding into the input of another.
Further complexity (and learning power) is added by
including multiple layers of LSTM memory blocks.
The final output of LSTM memory blocks (or inputs
from one layer to the next) are provided by calculat-
ing yt = Wyf(ht), where Wy is an output weight
matrix to learn and f(·) is an activation function
which can vary depending on use case.

The input, xt, to an LSTM memory block differs
depending on implementation and use case. When
using LSTMs for NLP, the input can be word or
character-based. The LSTM used in this research
(Karpathy, 2015), takes as input a vector represent-
ing an individual data item (character/word) and pre-
dicts the most probable data item given the current
data item and the LSTM’s previous states. Training,
therefore, is done by taking an example sequence of
data items, predicting the next data item using the
current weights, calculating the difference between
what was predicted and what should have been pre-
dicted, and back propagating this difference to up-
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date the weights. All LSTM models were trained for
500 epochs and sequence length of 50, where the se-
quence length is the length of time the LSTM cell is
unrolled per iteration. Two LSTM layers were used
to train the model on the input data. Each LSTM
layer had 512 hidden nodes. Language generation
can be performed after training, in which the LSTM
is given either a starting sequence of data items (or it
calculates the most probable sequence to start with),
and then generates new data items based on its own
predictions in previous time steps.

4.2 Standard N-gram Language Models

In order to demonstrate the particular utility of
LSTMs for generating realistic tweets, the output
of our character- and word-based LSTM methods
was compared to that of standard n-gram backoff
language models. Such models are widely used to
model the probability of word sequences for many
NLP applications, including machine translation,
automatic speech recognition, and part-of-speech
tagging. The SRI Language Modeling Toolkit
(SRILM) was used to build 4-gram word- and
character-based language models (Stolcke, 2002).
Using these models, we then generate synthetic
tweets using the OpenGRM Ngram library (Roark
et al., 2012).

4.3 Experimental Design

For each event category, we divided the dataset of
2000 tweets into 1800 training and 200 testing in-
stances. We used the machine translation quality
metric BLEU (Papineni et al., 2002) to measure the
similarity between machine generated tweets and
the held out tests sets. For each model, we gener-
ated ten sets of 200 tweets. We calculated BLEU
scores (without the brevity penalty) using the full
200-tweet test set as the reference for each candidate
tweet and report the average of the BLEU scores of
all ten sets of tweets generated by a given model.

To gain further insight into the effectiveness of the
machine generated data, we asked human annota-
tors to evaluate the generated tweets. We selected
800 tweets by randomly sampling: 400 human gen-
erated tweets (100 from each category), and 400 ma-
chine generated tweets. The 400 machine gener-

Table 7: Mean BLEU scores and their standard de-
viation over ten generated test sets of 200 tweets per
model, by topic, model, and linguistic unit.

Topic Model BLEU

Birth

LSTM char 34.61 ±2.53
word 32.36 ±2.21

LM char 12.15 ±0.63
word 32.01±0.96

Marriage

LSTM char 31.14±2.30
word 26.22±0.77

LM char 12.54±1.08
word 32.26±0.96

Death

LSTM char 20.16±2.78
word 17.84±9.45

LM char 6.04±0.62
word 16.93±0.67

General

LSTM char 40.55±4.27
word 17.62±2.17

LM char 5.46±0.60
word 44.74±1.33

ated tweets consisted of 25 tweets for each combi-
nation of model (LM-char, LM-word, LSTM-char,
LSTM-word) and category (birth, marriage, death,
general). For each tweet, the annotators indicated
if they thought the tweet was generated by a human
or machine, and they rated the quality of the tweet
on the basis of syntax and semantics. Also, they in-
dicated which topic category they thought the tweet
belonged to.

5 Results

BLEU, a measure of n-gram precision widely used
to evaluated machine translation output, was used
to objectively evaluate the similarity between the
human-generated tweets and the synthetic tweets
produced by our models. Table 7 shows the BLEU
scores for each combination of topic, model, and
linguistic unit. The character-based LSTM mod-
els and the word-based LM models both perform
very strongly, with each reporting the highest BLEU
score in two of the four topics. We further note that
the character-based LSTM always outperforms the
word-based LSTM. Although it might be surprising
that a character-based model would produce higher
values for a word n-gram precision metric such as
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Table 8: The percent of instances where the four human annotators (A1 - A4) were deceived into thinking a
synthetic tweet was human generated. The values in bold are the best performing models for each category
by annotator. (B = birth, D = death , M = marriage , B = general ).

Model A1 A2 A3 A4
B D M G B D M G B D M G B D M G

LM-char 14 0 0 0 14 0 20 0 40 52 28 16 16 8 8 12
LM-word 18 8 21 10 18 8 50 40 80 80 88 72 32 32 48 44
LSTM-char 45 25 44 0 36 25 56 22 60 72 68 64 40 44 40 44
LSTM-word 33 38 30 11 44 25 40 11 76 72 48 44 36 36 24 28

BLEU, we suspect this is due to the fact that the
large feature space of the word-based model in com-
bination with the relatively small number of training
tweets (roughly 1800) is not optimal for learning an
LSTM model.

5.1 Human evaluation

A randomized set of 800 tweets, both real and syn-
thetic, from all four topic categories was submitted
to a panel of annotators (co-authors). Each annota-
tor was asked to decide whether the tweet was real

Figure 3: Syntax score by annotator. Higher scores
suggest more satisfactory generation of syntactic
structures (median = red line, mean = dashed line).

Figure 4: Semantics score by annotator. Higher
scores suggest more satisfactory generation of se-
mantic contents (median = red line, mean = dashed
line).

(i.e., produced by a human) or synthetic (i.e., gener-
ated by one of the LSTM or n-gram language mod-
els). Each tweet was also rated in terms of its syntax
and semantics on a five point Likert scale. In addi-
tion, the annotators were asked to select the intended
topic category (birth, death, marriage, or general) of
the tweet.

Figure 5 shows the ability of human annotators
to accurately identify a tweet’s topic. In general,
the annotators were able to identify the topic of the
human tweets, with the weakest performance in the
general category. Identifying the intended topic of
the synthetic tweets was more challenging for the
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Figure 5: Ability of four human annotators (A1 - A4) to predict the topic category of the data from which
a tweet was generated, per model. The top left panel reflects results for human-composed tweets, whereas
the top right panel shows results across synthetic tweets, corresponding to the four models in subsequent
panels. (Dark blue = birth , light blue = death , green = marriage , yellow = general ).

annotators, but accuracy was quite high in all topics
other than general. We note that the general cat-
egory was not filtered to remove tweets that could
have belonged to the other topics, which could ex-
plain this discrepancy.

Figures 3 and 4 show the distribution of each
annotator’s syntax and semantics scores for each
model. These boxplots show that there was signif-
icant variance in the annotators’ evaluation of the
syntactic and semantic quality of the tweets. We
note, however, that the models yielding the high-
est BLEU scores, char-LSTM and word-LM, tended
to receive more favorable scores for syntactic and
semantic quality. The character-based LM model,
whose BLEU scores were significantly lower than
other models, consistently received the most unsatis-
factory evaluation of syntactic and semantic quality
by all four annotators. It also seems that the LSTM
models produce output that is more consistent in its

semantic and syntactic quality, with smaller annota-
tor to annotator variance than the LM models.

With regard to Figure 5, Annotators 1 and 2 rated
283 (selected randomly) tweets, while Annotators
3 and 4 rated all 800 tweets; and with regard to
Figures 3, 4, and Table 8, all annotators rated 283
tweets. Annotators 1 and 2 have an academic back-
ground in linguistics, while the other two annota-
tors do not have prior linguistic training, perhaps ex-
plaining why annotators 1 and 2 generally were bet-
ter able to identify the topic category. Annotators 1
and 2 tended to have similar distributions of seman-
tic and syntactic quality scores across models, which
again is likely related to their previous training in
linguistics and linguistic annotation. Annotator 4
may have been less forgiving about non-standard
language use in the human-composed tweets, while
annotator 3 was more tolerant of the syntax and se-
mantics of machine-generated tweets.
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Table 9: Synthetic tweets marked as human gener-
ated by all four annotators.

Congrats to @USER and her husband on the
birth of their son Welcome to the Cyclone
family, Eally Kinglan URL URL (Char
LSTM Generated)
@USER congratulations on birth of your
son,20 days,ago,URL (Word LM Generated)
@USER @USER @USER,looks like we’re
getting hitched in June URL (Word LM
Generated)
Im getting married in 17 days death (Char
LSTM Generated)
RT @USER rip grandma 2 8 16 (Word LM
Generated)

Table 10: Synthetic tweets marked as synthetic by
all four annotators.

RT @USER The new part prigials give birth
to bely son Junt and I’m delined a hape
proud (Char LSTM Generated)
I’m so sorry for your loss and world harry
gotting to my funeral it was without URL
(Word LM Generated)

Table 8 shows the percent of instances a human
annotator marked a synthetic tweet as human gener-
ated. Table 9 shows some of the tweets that were
generated by language models but were identified
by all four annotators as human generated. A few
example tweets that were correctly identified by all
four annotators as synthetic tweets are displayed in
Table 10.

6 Conclusion

We have discussed generating synthetic data in the
context of readers of scientific reports or software
developers. In addition, one potential clinical appli-
cation might be to apply this to patient transcripts
so that they could be shown to other patients suf-
fering from similar problems, e.g., for anonymized
virtual group therapy. Such an approach might be
especially useful in rural and developing regions,
where clinical resources are sparse. Anonymiza-
tion of data in research is often necessary to pro-
tect patient or user identity. This research explores

data-driven models to generate realistic-looking dis-
course with the same statistical properties as a train-
ing corpus. Specifically, this research explores the
synthetic generation of tweets, contrasting LM and
LSTM models, character-based and word-based lin-
guistic units, and the topic categories of birth, death,
and marriage. Based on the results from objective
BLEU scores and subjective human evaluation, the
word-based LM and char-based LSTM models per-
formed well, deceiving annotators 41 and 43 per-
cent of the time on average into thinking a synthetic
tweet was human generated. This research shows
promising evidence that the synthetic generation of
user data may be preferred to existing techniques
of naive anonymization which can potentially lead
to user identification through combination of demo-
graphic data mining and ancillary metadata.
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Bruno Gonçalves, Alessandro Flammini, and Filippo
Menczer. 2011. Detecting and Tracking Political
Abuse in Social Media. In ICWSM.

Brian Roark, Richard Sproat, Cyril Allauzen, Michael
Riley, Jeffrey Sorensen, and Terry Tai. 2012. The
OpenGrm open-source finite-state grammar software
libraries. In Proceedings of the ACL 2012 System
Demonstrations.

Takeshi Sakaki, Makoto Okazaki, and Yutaka Matsuo.
2010. Earthquake Shakes Twitter Users: Real-time
Event Detection by Social Sensors. In Proceedings of
the 19th International Conference on World Wide Web,
WWW ’10, pages 851–860, New York, NY, USA.
ACM.

Pierangela Samarati and Latanya Sweeney. 1998. Gen-
eralizing data to provide anonymity when disclosing
information. In PODS, volume 98, page 188.

Priya Sidhaye and Jackie Chi Kit Cheung. 2015. Indica-
tive Tweet Generation: An Extractive Summarization
Problem? Proceedings of the 2015 Conference on
Empirical Methods in Natural Language Processing,
pages 138–147.

Amardeep Singh, Divya Bansal, and Sanjeev Sofat.
2014. An approach of privacy preserving based pub-
lishing in twitter. In Proceedings of the 7th Interna-
tional Conference on Security of Information and Net-
works, page 39. ACM.

Richard Socher, Milad Mohammadi, and Rohit Mundra.
Spring 2015. Cs 224d: Deep learning for NLP.
http://cs224d.stanford.edu/lecture notes/LectureNotes4.pdf.

Andreas Stolcke. 2002. SRILM – An Extensible Lan-
guage Modeling Toolkit. In Proceedings of the Inter-
national Conference on Spoken Language Processing,
volume 2, pages 901–904.
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Abstract

Mental Health Records (MHRs) contain free-
text documentation about patients’ suicide and
suicidality. In this paper, we address the prob-
lem of determining whether grammatic vari-
ants (inflections) of the word “suicide” are af-
firmed or negated. To achieve this, we pop-
ulate and annotate a dataset with over 6,000
sentences originating from a large repository
of MHRs. The resulting dataset has high Inter-
Annotator Agreement (κ 0.93). Furthermore,
we develop and propose a negation detection
method that leverages syntactic features of
text1. Using parse trees, we build a set of ba-
sic rules that rely on minimum domain knowl-
edge and render the problem as binary clas-
sification (affirmed vs. negated). Since the
overall goal is to identify patients who are ex-
pected to be at high risk of suicide, we focus
on the evaluation of positive (affirmed) cases
as determined by our classifier. Our negation
detection approach yields a recall (sensitivity)
value of 94.6% for the positive cases and an
overall accuracy value of 91.9%. We believe
that our approach can be integrated with other
clinical Natural Language Processing tools in
order to further advance information extrac-
tion capabilities.

1 Introduction

Suicide is a leading cause of death globally. Ap-
proximately 10% of people report having suicidal
thoughts at some point in their lives (Nock et al.,
2013) and each year 0.3% of the general population

1https://github.com/gkotsis/
negation-detection

make a suicide attempt (Borges et al., 2010). Mental
disorders (particularly depression, substance abuse,
schizophrenia and other psychoses) are associated
with approximately 90% of all suicides (Arsenault-
Lapierre et al., 2004). Assessment of suicide risk
is therefore routine practice for clinicians in men-
tal health services, but it is notoriously inaccurate
as well as time-consuming (Ryan et al., 2010). Al-
though individual risk factors associated with sui-
cide have been reported in depth (e.g. Steeg et al.,
2016), integrating them into an algorithm to analyse
signatures of suicidality has been beset with difficul-
ties.

Clinicians document the progress of mental health
patients in Mental Health Records (MHRs), pre-
dominantly using free text, with sparse structured
information. This poses new and interesting chal-
lenges for clinical Natural Language Processing
(NLP) tool development that could assist in identi-
fying which patients are most at risk of suicide, and
when (Haerian et al., 2012; Westgate et al., 2015).
Developing a classifier to identify times of greatest
risk for suicide at an individual patient level (Kessler
et al., 2015; Niculescu et al., 2015) would assist in
targeting suicide prevention strategies to those pa-
tients who are most vulnerable (Mann et al., 2005).
Negation can be used to denote absence or inver-
sion of concepts. As a linguistic feature it can play
a prominent role in monitoring both symptom con-
text and risk in psychological conditions (Chu et
al., 2006). For instance, one study found that al-
most 50% of the clinical concepts in narrative re-
ports were negated (Chapman et al., 2001).

In this paper, we address the long-term goal of de-
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veloping improved information retrieval systems for
clinicians and researchers, with a specific focus on
suicide risk assessment. To achieve this, we focus
on the problem of determining negation concern-
ing mentions of suicide. Clinical concepts are most
often defined as nouns (“suicide”) or noun phrases
(“suicide ideation”), and a negation detection algo-
rithm needs to model the surrounding context to cor-
rectly ascertain whether the concept is negated or not
(“patient has never expressed any suicidal ideation”
vs. “patient expressing suicidal ideation”).

Modelling the surrounding context of words can
be done in different ways. Our work is motivated by
the advances in Probabilistic Context Free Grammar
Parsers (PCFGs), which allow us express widely
generalisable negation patterns in terms of restric-
tions on constituents. A solution to negation detec-
tion that uses different aspects of linguistic struc-
ture can provide richer and more informative fea-
tures. As a next step we want to extend our work and
extract other important features from MHRs, such
as the statements in the form of subject-predicate-
object, temporal characteristics or degree of suici-
dality.

We propose an automated method for determin-
ing negation in relation to documented suicidality in
MHRs. Our negation detection algorithm relies on
syntactic information and is applied and evaluated
on a manually annotated corpus of sentences con-
taining mentions of suicide, or inflections thereof,
from a repository of mental health notes. Our paper
makes the following contributions:

• we create an annotated dataset containing over
6,000 sentences with mentions of suicide (af-
firmed or negated),

• we propose a new method for incorporating
syntactic information for automatically deter-
mining whether a mention of interest is af-
firmed or negated.

To our knowledge, no previous research has ad-
dressed the problem of negation detection in the do-
main of MHRs and suicidality.

2 Related Work

Negation detection has long been recognized as a
crucial part of improved information extraction sys-

tem development in the biomedical and clinical NLP
research community (Morante and Sporleder, 2010),
as negated concepts alter the meaning of what is ex-
tracted. In general, successful approaches have re-
lied on terminological resources defining negation
keywords, concepts, and other rules for determining
negation values (lexicon- and rule-based), or based
on machine learning methods, where models have
been built based on large sets of manually anno-
tated training examples (Meystre et al., 2008). In
both cases, manually annotated corpora are needed
for training, developing and evaluation. Systems are
usually evaluated by calculating precision (positive
predictive value) and recall (sensitivity).

One of the earliest, and still widely used, negation
detection algorithms is NegEx, which determines
whether or not a specified target concept is negated
by searching for predefined lexical negation (e.g.
not), pseudonegation (no increase) and conjunction
(except) cues surrounding the concept (6 words be-
fore and after). On a test set of 1000 discharge sum-
mary sentences (1235 concepts), NegEx resulted in
84.5% precision and 77.8% recall (Chapman et al.,
2001). The NegEx algorithm has also been extended
to handle further semantic modifiers (e.g. uncer-
tainty, experiencer) and a wider surrounding con-
text with improved results (overall average precision
94%, recall 92%) when evaluated on 120 reports of
six different types (Harkema et al., 2009), and to also
perform document-level classifications including se-
mantic modifiers (Chapman et al., 2011).

Lexical approaches relying on surface features
are limited in that the linguistic relation between
the target term and the negation is not captured.
NegFinder (Mutalik et al., 2001) is a system that,
in addition to defining lexical cues, uses a context
free grammar parser for situations where the dis-
tance between a target term and negation is far. This
approach resulted in 95.7% recall and 91.8% preci-
sion when evaluated on 1869 concepts from 10 doc-
uments. Syntactic parsers can provide a richer rep-
resentation of the relationship between words in a
sentence, which has been utilised also for negation
detection solutions. For instance, DepNeg (Sohn et
al., 2012) rely on the syntactic context of a target
concept and negation cue, which improved negation
detection performance, in particular for reducing the
number of false positives (Type I errors) on a test set
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of 160 Mayo clinical notes (96.6% precision,73.9%
recall). Similarly, DEEPEN (Mehrabi et al., 2015)
adds a step after applying NegEx on clinical notes.
Syntactic information from a dependency parse tree
is then used in a number of rules to determine the
final negation value, resulting in precision of 89.2-
96.6% and recall of 73.8-96.3% on two different
clinical datasets and three different types of clinical
concepts.

Machine learning approaches have also been ap-
plied to the negation detection problem with suc-
cess. These approaches rely on the access to train-
ing data, which has been provided within the frame-
work of shared tasks such as the 2010 i2b2 challenge
(Uzuner et al., 2011) for clinical text, the BioScope
(Vincze et al., 2008) corpus in the CoNLL-2010
shared task for biomedical research articles as well
as clinical text, the ShARe corpus (Pradhan, Sameer
and Elhadad, Noémie and South, Brett R and Mar-
tinez, David and Christensen, Lee and Vogel, Amy
and Suominen, Hanna and Chapman, Wendy W
and Savova, Guergana, 2015) in the ShARe/CLEF
eHealth and SemEval challenges, and the GENIA
corpus (Kim et al., 2003) in the BioNLP’09 shared
task.

A comprehensive study on current state-of-the-art
negation detection algorithms and their performance
on different corpora is presented by Wu et al (2014).
As is concluded in this study, none of the exist-
ing state-of-the-art systems are guaranteed to work
well on a new domain or corpus, and there are still
open issues when it comes to creating a generaliz-
able negation detection solution.

3 Proposed framework

Two main stages were employed in this study:
1) data collection and creation of a MHR corpus
with annotations of concepts marked as negated or
affirmed, and 2) the development of our proposed
methodology to detect negations for the purpose of
assessing risk of suicide from MHRs2. Figure 1 pro-
vides an overview of the workflow we employed in
this study. We discuss these stages in detail below.

2The source code for our tool is available at https://
github.com/gkotsis/negation-detection.

3.1 Dataset and annotation

Pseudonymised and de-identified mental health
records of all patients (both in and outpatients)
from the Clinical Record Interactive Search (CRIS)
database were used (Perera et al., 2016). CRIS has
records from the South London and Maudsley NHS
Foundation Trust (SLaM), one of the largest mental
health providers in Europe. SLaM covers the Lam-
beth, Southwark, Lewisham and Croydon boroughs
in South London. CRIS has full ethical approval as
a database for secondary analysis (Oxford REC C,
reference 08/H0606/71+5) under a robust, patient-
led and externally approved governance structure.
Currently, CRIS contains mental health records for
around 226K patients, and approximately 18.6 mil-
lion documents with free text. Out of these docu-
ments, 783K contain at least one mention of “sui-
cid*” (111K patients). Monitoring suicide risk is an
important task for mental health teams, and there-
fore use of the term “suicid*” was expected to be
common.

The annotation task was defined on a concept-
level: each target concept (“suicid*”) in a sen-
tence was to be marked as either negative (negated
mention, e.g.“denies suicidal thoughts”) or posi-
tive (affirmed mention, e.g.“patient with suicidal
thoughts”)3. In clinical narratives, there are cases
where this distinction is not necessarily straightfor-
ward. For instance, in a sentence like “low risk of
suicide based on current mental state”, a clinician
may be inclined to interpret this as negated (this is
not a patient at risk of suicide), while a linguistic in-
terpretation would be that this is not negated (there
is no linguistic negation marker in this example). In
this study, the annotators were asked to focus on lin-
guistic negation markers, and disregard clinical in-
terpretations, in order to create a well-defined and
unambiguously annotated corpus. They were also
instructed to annotate mentions of suicide regardless
of whether comments concerned the patient, their
family member or a friend.

A collection of 5000 randomly selected MHRs
was extracted, divided (segmented) into individual
sentences, keeping only sentences containing the
target concept. This resulted in a corpus of 6066

3Annotators were also allowed to assign the value ”Irrele-
vant” for uncertain or otherwise problematic cases.
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Figure 1: Workflow illustration. Two main stages were employed: 1) data extraction and annotation for corpus creation, and 2)

development of the proposed methodology for negation resolution.

sentence-instances.
One annotator (domain expert) annotated the en-

tire corpus. To assess the feasibility and estimate
the upper performance levels that could be expected
from an automated system, we employed a double-
annotation procedure on a portion of the corpus. We
calculated the Inter-Annotator Agreement (IAA) in
order to examine if the task is well-defined. A ran-
domly selected subset (1244 sentences,>20% of the
corpus) was given to a second annotator (NLP re-
searcher) to calculate IAA.

The IAA analysis showed that our annotators
agreed on 97.9% of the instances (Cohen’s κ 0.93,
agreement over 1218 sentences). From this result,
we concluded that: 1) the annotation task was in-
deed defined in an unambiguous way and was well-
understood by humans, and 2) there are still some
cases that are inherently difficult to assess, due to a
degree of ambiguity, which is to be expected in real-
world settings. The final corpus contains 2941 sen-
tences annotated as positive (affirmation of suicide)
and 3125 annotated as negative (i.e. suicide negated,
48.5% - 51.5% positive to negative ratio).

3.2 Proposed method for negation detection
Our proposed methodology consisted of two steps:
1) preprocessing and formatting the data, and 2) ex-
ecution of the negation resolution task.

3.2.1 Preprocessing
Each sentence was preprocessed in order to pre-

pare the input for the negation resolution algo-
rithm in a suitable format: a syntactic representation
(parse tree) and the target token (“suicide”).

Our proposed methodology makes use of
constituency-based parse trees. A constituency
tree is a tree that categorises nodes as grammatical

constituents (e.g. NP, VP) using the Penn Treebank
tagset (Marcus et al., 1993). Nodes are classified
either as leaf nodes with terminal categories (such
as noun, verb, adjective etc.) or interior nodes with
non-terminal categories (e.g. verb phrase, sentence
etc.). Therefore, constituency trees are quite
expressive and provide us with rich information
concerning the roles of elements and chunks of
elements found in written natural language. In this
study, we used the Probabilistic Context Free Gram-
mar (PCFG) parser that is built into the Stanford
Core NLP toolkit (Klein and Manning, 2003), a
variant on the probabilistic CKY algorithm, which
produces a constituency parse tree representation
for each sentence. As will become clear in the
sections below, we found constituency parse trees
particularly useful in modelling global grammatical
constraints on the scope of negation and in the
context of surface mentions of the word “suicide”.
Such constraints would have been harder to express
using dependency parsers, although we do plan to
incorporate dependency triples in future analysis.

In addition, the target token was also searched for
in the sentence tree, in a reduced form (by apply-
ing stemming) in order to identify all possible in-
flections of the word “suicide”.

3.2.2 Negation resolution algorithm
Similar to other approaches, we reduced the prob-

lem of negation resolution to the problem of identi-
fying the scope of negation. The basic premise of
scope-based negation resolution algorithms is that a
list of negation words (or phrases) is provided. In
this study, we defined a list of 15 negation cues4

based on an initial manual analysis of the data. Once

4See supplement for the complete list.
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a negation cue is found in the syntactic tree, a scope-
based algorithm attempts to mark the concept that is
affected by this negation word.

Our approach starts from the target-node (“sui-
cide”) and traverses the tree moving upwards and
visiting nodes of the tree accordingly. The function
and role of each node-element in relation to nega-
tion resolution during this traversal is then consid-
ered through a set of operations:

• Pruning refers to the removal of interior nodes
that are not expected to have an impact on the
final output. Figure 2 shows an example of tree
pruning. Node pruning occurs when two con-
ditions are met: a) a node is tagged with subor-
dinate conjunctions or clause-related Treebank
categories, and b) the node and none of its chil-
dren contain the target node. After pruning, the
remainder of the tree is further processed.

• Identification of the dominating subordinate
clause is an action that also results in the re-
moval of selected nodes, but with an important
difference: it leads to the generation of a new
subtree. During pruning, once a node is consid-
ered irrelevant, all of its children are removed.
Here, the aim is to isolate the target node from
higher level nodes that do not propagate the
negation to the lower levels of the tree, hence
leading to a new subtree. For a node to be con-
sidered a root candidate in the new tree, it has to
be classified as a “subordinate clause” (SBAR)
and the subtree must contain the target node.
Figure 3 illustrates an example of this opera-
tion, where the highlighted segment shows the
nodes that are not participating in the formation
of the new tree. The new tree is kept and used
for further processing in the subsequent steps.

• Identification of negation governing the target-
node aims to deal with tree structures, such as
conjunctions, where negations can be propa-
gated to the target node. Intuitively, the traver-
sal continues upwards as long as the initial con-
text remains the same. If a sentence (“S”) is
found, a stopping condition is met and only the
node-child of the stopping node is examined.
In this context, the algorithm will flag the tar-
get node as negated regardless of the negation-

words counted (at least one negation stopword
must be present, see final step below for count-
ing negations). If a negation word is found, its
relative position with regards to the target node
is considered. When the negation word is to
the left of the target node, the target is consid-
ered negated. This approach allows us to cap-
ture cases of potential ambiguity. Figure 4 con-
tains an example where the negation word is
contained in a sibling noun phrase (NP), to the
left of the target NP.

• Negation resolution is the last operation that
is applied on the final version of the tree, af-
ter the previous operations have been executed.
This step simply counts the number of negation
words in the tree. If the number is odd, the al-
gorithm predicts a “negative” value, else it re-
turns “positive”. This counting step allows us
to take into account cases where multiple nega-
tions are propagated to the target node and are
cancelling each other.

Figure 2: An example of pruning. The highlighted fragment is

considered to be out of the scope of the target-node (“suicidal”)

and is therefore removed.

3.2.3 Evaluation metrics
We evaluate results with precision (positive pre-

dictive value), recall (sensitivity), F-measure (har-
monic mean of precision and recall) and accu-
racy (correct classifications over all classifications).
We also compare our algorithm against two other,
openly available, lexical negation resolution ap-
proaches: pyConTextNLP (Chapman et al., 2011)5

5available by pip install.
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Figure 3: An example of a dominating subordinate clause. The highlighted fragment shows the nodes that are not included in the

formation of the new tree.

Figure 4: An example of a governing node. The highlighted

verb phrase governs the target-node (“suicidal”) and also ex-

hibits ellipsis.

and the NegEx (Chapman et al., 2001) 2009 python
implementation6. Since these approaches depend on
lists of negation and termination cues, we compare
results with three configurations: 1) NegEx as ob-
tained from the online code repository, 2) pyCon-
TextNLP with the negation and termination cues
from configuration 1 (pyConTextNLP-N), and 3) py-
ContextNLP with the negation and termination cues
created for our proposed approach (pyConTextNLP-
O).

Furthermore, we provide a more detailed perfor-
mance analysis with regards to the length (in words)
of a sentence, since the syntactic parses are more
error-prone for longer sentences (lower accuracy
and time-out requests).

4 Negation detection results

Our study focusses on assessing the risk of suicide
based on information contained in mental health
records. Since the overall goal is to identify pa-
tients who are expected to be at high risk of sui-
cide, we focus on the evaluation of positive (af-
firmed) cases as determined by our classifier, i.e.
cases without negation or where the negation does

6https://storage.googleapis.com/
google-code-archive-downloads/v2/code.
google.com/negex/negex.python.zip
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not govern the target keyword (“suicide”). These af-
firmed cases are where, according to the clinician,
patients have entered into a heightened state of risk
(risk assessment), they must be re-assessed and have
their suicide risk updated frequently like a time-
dependent “weather forecast” (Bryan and Rudd,
2006). Short-term risk assessments, like weather
forecasts, are much more accurate than longer-term
assessments (Simon, 1992).

Table 1 presents the confusion matrix for our clas-
sifier when compared with the manual annotations.
In addition, the numbers as obtained from pyCon-
TextNLP, when installed and used with the NegEx
lexicon (pyConTextNLP-N), are shown in brackets.
The table shows that both classifiers produce few
Type I (false positive) and II (false negative) errors.
Our proposed approach manages to correctly iden-
tify more positive/affirmed cases (2782 vs. 2733),
albeit at a higher cost compared to pyConTextNLP-
N (more false positives, 331 vs. 172). On the other
hand, our proposed solution identifies fewer nega-
tive cases (i.e. 159 instances wrongly identified as
negative vs. 208). In summary, pyConTextNLP-N
has a higher bias towards negative instances, which
results in lower recall for the positive instances, but
higher accuracy overall.

Class

Pr
ed

ic
tio

n Positive Negative
Positive 2782 (2733) 331 (172)
Negative 159 (208) 2794 (2953)

Total 2941 3125

Table 1: Confusion matrix: Manually annotated (Class) vs.

predicted (Prediction) instances from our proposed algorithm.

Numbers in brackets report on pyContextNLP-N (negation lex-

icon from NegEx).

Table 2 reports on the precision, recall, F-Measure
and accuracy for the positive (affirmed) cases when
using the four different negation resolution systems
and configurations7. Results are overall very similar,
and very high, except perhaps for pyContextNLP-O
(83.2% accuracy) which demonstrates how impor-
tant the lexical resources and definitions are for im-
proved performance. This also means that the high
results for our proposed approach is promising, as

7Note that in our evaluation we have not selected a specific
tool as a baseline.

there is less need for manual creation and curation
of lexical resources. Furthermore, this result also
reflects characteristics of this data: mentions of sui-
cide in mental health records are negated in a fairly
consistent and unambiguous way.

P R FM A
NegEx 93.4 92.1 92.8 93
pyConTextNLP-N 94.1 92.9 93.5 93.7
pyConTextNLP-O 80.7 86 83.2 83.2
Proposed 89.4 94.6 91.9 91.9

Table 2: Results for negation resolution using different tools:

NegEx, PyConTextNLP with negation and termination cues

from the original NegEx code (pyConTextNLP-N), PyCon-

TextNLP with negation and termination cues from our proposed

approach (pyConTextNLP-O), and our proposed approach (Pro-

posed). Precision (P), Recall (R), F-Measure (FM) and Accu-

racy (A) report on the case of positive/affirmed instances.

Although the overall results are high, there are
some aspects that could be studied further, for in-
stance the effect of preprocessing. There are a few
instances where the sentence chunking failed, which
poses a severe challenge for the syntactic analysis.
Figure 5 presents the cumulative word count of sen-
tence instances. The vast majority of the instances
contain less than 50 words, but there are a few in-
stances where a “sentence” contains more than 300
words. These long sentences turned out to be com-
plete documents. Clinical text is known for being
noisy and hard to correctly tokenise in many cases,
and instead of removing these cases, we decided to
keep them so as to have a closer to real-world as-
sessment of the efficiency of our methodology.
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Figure 5: Cumulative word count of sentences in our dataset.

Furthermore, to understand the effect of keeping
incorrectly tokenised sentences, we studied the per-
formance of our proposed tool based on sentence
length (as defined by word count). Figure 6 presents
the mean cumulative accuracy of our algorithm with
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regards to the word count of the sentences. The
figure shows that the system performance is signif-
icantly higher for shorter sentences. This perfor-
mance slowly declines as lengthier sentences are in-
cluded8.

5 Discussion and Future Work

The corpus that we have created for this study is,
to our knowledge, the first of its kind, and also of a
considerable size9. At the same time, for the anno-
tation process, decisions were made that introduce
some limitations in our study design (e.g. linguistic
focus, target concepts). Hence, the results presented
in this work are generalisable but are, to a certain de-
gree, overestimating clinical reality, real world ap-
plicability and generalisability. Despite these limi-
tations, we believe that our analysis of the dataset
sheds light in the broad area of suicide risk assess-
ment from MHRs.

Furthermore, our proposed negation resolution
approach is competitive when compared to state-of-
the-art tools. In particular, it performs slightly bet-
ter for correctly classifying positive/affirmed men-
tions as opposed to negated mentions. This is a wel-
comed outcome, since in our use case we aim to fo-
cus on patients at risk for suicidal behaviour. Ad-
ditionally, an early observation concerning its per-
formance is that our tool is better for cases of short,
simple and properly punctuated text, which is some-
thing that could be addressed by better writing sup-
port in MHR systems, and by the authors of health
record notes. Small, incremental changes in the doc-
umentation creation process can increase the quality
of the clinical NLP tools’ output considerably.

Comparing our results to previous research is not
straightforward, since we are using a new corpus
and we study negation resolution on a new do-
main. However, in general, our results are very
promising and in line with, or above, previously re-
ported results on negation detection. For instance,
NegEx, when applied on a variety of corpora and
use cases, has resulted in precision ranging from
84.5% – 94% (Chapman et al., 2001; Harkema et al.,

8In Figure 6, notice that we have clipped the X-axis to show
sentences of up to 80 words. The plotted line converges to the
overall mean accuracy of 91.9, as reported in Table 2.

9Access to this material is, however, restricted by IRB ap-
proval and data access protocols.

2009). When compared to approaches that also in-
corporate syntactic information in the negation res-
olution algorithm, both DepNeg (Sohn et al., 2012)
and DEEPEN (Mehrabi et al., 2015) report high
overall results when evaluated on different types of
clinical corpora, in particular for reducing false pos-
itives (i.e. overgenerating predictions of negation).
However, DEEPEN is biased to the performance
of NegEx, whereas our proposed approach is com-
pletely standalone. Furthermore, previous research
studies report results with an emphasis on perfor-
mance on negation detection, not on detecting af-
firmed instances, which is a crucial issue in our case.

There are several areas in which we plan to ex-
tend this work. As already discussed, negation de-
tection tools can exhibit a drop in performance when
applied on different corpora (Wu et al., 2014). In
our approach, the dictionary of negation keywords
is much smaller compared to other approaches. We
believe that this feature is a sign that our method is
robust and can be generalisable. We intend to evalu-
ate the approach on other datasets – clinical as well
as other text types, e.g. biomedical articles and ab-
stracts, to assess the generalisability of our proposed
system. Moreover, our approach to use parse trees
allows us to extend our work and extract further se-
mantic and syntactic layers of information. In par-
ticular, we plan to focus on the extraction of state-
ments (e.g. in the form of subject-predicate-object),
the identification of temporal characteristics as well
as the extraction of the degree of suicidality. Most
importantly, we also plan to use this algorithm for
suicide risk modelling. We already have a cohort
study in progress, where this system will be central
to the model.

6 Conclusions

Free text found in Mental Health Records (MHRs) is
a rich source of information for clinicians. In this pa-
per, we focus on the problem of suicide risk assess-
ment by studying mentions of suicide in MHRs. To
that end, we 1) produced and presented a new cor-
pus of MHRs annotated for negation or affirmation
of mentions of suicidality, with high Inter-Annotator
Agreement, and 2) developed an algorithm for nega-
tion resolution relying on constituency parse tree
information. The results of our study confirm the
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Figure 6: Mean cumulative accuracy on sentences containing up to N words using our proposed negation resolution algorithm.

prominence of negation in MHRs and justify the
need for developing a negation detection mecha-
nism. Our approach is competitive when compared
to lexical negation resolution algorithms, and per-
forms better for correctly classifying affirmed men-
tions. Finally, our negation detection algorithm can
be applied on different datasets, and can be extended
in order to extract more semantics.
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Abstract

Tragically, an estimated 42,000 Americans
died by suicide in 2015, each one deeply af-
fecting friends and family. Very little data and
information is available about people who at-
tempt to take their life, and thus scientific ex-
ploration has been hampered. We examine
data from Twitter users who have attempted
to take their life and provide an exploratory
analysis of patterns in language and emotions
around their attempt. We also show differ-
ences between those who have attempted to
take their life and matched controls. We find
quantifiable signals of suicide attempts in the
language of social media data and estimate
performance of a simple machine learning
classifier with these signals as a non-invasive
analysis in a screening process.

1 Introduction

Mental health poses a sizable challenge by any met-
ric. An estimated 1 in 4 Americans will contend with
a mental health condition in a given year (National
Institutes of Health, 2013). Around 1% of people die
by suicide, 2.7% attempt suicide, 3.1% make a plan
for suicide, and 9.2% are challenged with suicidal
ideation (Nock et al., 2008). Tragically, this means
roughly 4.8 million Americans alive today will die
by suicide, placing suicide among the top ten lead-
ing causes of death in the United States (Sullivan
et al., 2013). Worldwide, it is the leading cause of
death for women age 15-19 and the second leading
cause of death for teenagers (World Health Organi-
zation and others, 2014). What’s worse, the rates of
suicide seem to be increasing, up 28% in the civilian

population of the United States between 1999 and
2010 (Sullivan et al., 2013).

Despite the magnitude of the challenge posed by
suicide, we have a relatively sparse understanding
of what precisely gives rise to suicide risk. To pre-
vent suicides, we need a better understanding of the
underlying phenomena relating to both the immedi-
ate risk of suicide (or acute suicidal risk) and the
long term risks. For both cases, data is extremely
sparse, never in real time, and subject to some bias.
Few objective measures exist to measure outcomes,
and those that do exist tend to have poor temporal
resolution (measured in weeks or months) and are
labor intensive. Optimizing intervention efficacy or
policy-level strategies is difficult without such data.

Here we explore a novel dataset of social media
data from users who have attempted to take their
own life. This kind of data has not previously been
available in sufficient quantities or at this granular-
ity, so we provide broad intuition and interpretation
of trends, rather than testing specific hypotheses.
Our primary contributions are: [1] We find quantifi-
able signals of suicide, with sufficient performance
and scalability to warrant consideration as part of a
screening process. [2] We provide intuition about
the data via simple visualizations of linguistic con-
tent of users prior to a suicide attempt. [3] We use
automatic emotion classification to uncover interest-
ing patterns in the emotional composition of posts
made by users in the time around a suicide attempt.
[4] Where possible, we tie these phenomena back
to existing psychological research. This paper de-
liberately only scratches the surface of the possible
insight encoded in data related to suicide attempts.
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Quantifying Mental Health: Thanks to the use
of vital signs like temperature and blood pressure,
cross correlation of various easy-to-observe symp-
toms and the rapid measurement of blood chemistry,
the diagnosis of physical illness has improved radi-
cally since 1900. Mental and behavioral healthcare
has not benefited in the same way from binary diag-
nostics. In part, this may be because physical health
conditions manifest irrespective of whether the pa-
tient is in a diagnostic healthcare setting, while men-
tal health conditions manifest when a person inter-
acts with the rest of their world, making measure-
ment in a laboratory difficult. Social media may
seem, at first, to be a strange data source for study-
ing mental health, but there are myriad quantifiable
signals within social media that capture how a per-
son interacts with their world. We suggest that data
collected in the “white space” between visits with
healthcare professionals may be part of a rigorous,
scalable, and quantified diagnostic approach to men-
tal and behavioral illness. Language, in particular,
has proven to be a potent lens for the analysis of
mental health, as evidenced by the wide usage of
the Linguistic Inquiry Word Count (Tausczik and
Pennebaker, 2010; Pennebaker et al., 2007; Pen-
nebaker et al., 2001) and the depth of publications
at the Computational Linguistics and Clinical Psy-
chology workshops (Resnik et al., 2014; Mitchell et
al., 2015a; Hollingshead and Ungar, 2016).

Mental Health through Social Media: Social
media data is necessarily stored in formats con-
ducive to analysis via computer. This allows for
larger sample sizes and higher frequency than any-
thing ever before possible. Collecting the ordinary
language of thousands of users over weeks, months
or years has become trivial in comparison to the pa-
per based analysis methods of the past.

Work examining mental health conditions that
affect a large number of people has prolifer-
ated, especially depression (Coppersmith et al.,
2015b; Schwartz et al., 2014; Resnik et al., 2013;
De Choudhury et al., 2013a; De Choudhury et al.,
2013b; Rosenquist et al., 2010; Ramirez-Esparza et
al., 2008; Chung and Pennebaker, 2007). Similarly,
common psychological phenomena, like personal-
ity factors and psychological well-being are now
well-studied through emprical analysis of social me-

dia data (Schwartz et al., 2013b; Park et al., 2015;
Schwartz et al., 2013a). These approaches and sur-
vey methods were sufficient to support analysis of
relatively common conditions, but are not as effec-
tive for rarer ones.

Coppersmith et al. (2014a) introduced methods
for examining public data which allowed for more
scalable creation of data sets, thus permitting the ex-
amination of rarer conditions. Post traumatic stress
and schizophrenia are two examples of conditions
significantly rarer than depression, whose analysis
are possible by these techniques (Coppersmith et al.,
2014b; Mitchell et al., 2015b). Suicide and suici-
dal ideation were more difficult to obtain data for,
but some population-level analysis was enabled by
anonymous suicide help fora (Kumar et al., 2015;
Kiciman et al., 2016). Additionally, Robertson et al.
(2012) investigated the role that social media has in
suicide clusters (among people in disparate geogra-
phies connected online).

At the individual level, techniques similar in na-
ture to Coppersmith et al. (2014a) can provide social
media data for users prior to a suicide attempt of suf-
ficient size to allow linguistic analysis (Coppersmith
et al., 2015c; Wood et al., 2016). Coppersmith et
al. (2015c) was able to automatically separate users
who would attempt to end their life from neurotyp-
ical controls and further tie signals explicitly back
to the psychometrically validated Linguistic Inquiry
Word Count categories and existing psychological
theories. Furthermore, they found slight but measur-
able differences between those who would attempt
to end their life and those challenged by depression
without suicidal ideation. The operative question
has been: are there quantifiable markers in an indi-
vidual’s social media content that indicate their cur-
rent or future risk of acute suicidal crisis?

Biases: The existing methods for assessing the
events surrounding suicidal crisis resulting in a sui-
cide attempt are heavily susceptible to recall bias
and context bias (Shiffman et al., 2008). People are
more likely to remember negatively charged infor-
mation when they are in a negative mood (Clark and
Teasdale, 1982), as when asked to reconstruct infor-
mation about a suicide attempt. The available infor-
mation about the events leading up to a suicide at-
tempt are generally based on the self report of peo-
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I’m so glad I survived my suicide attempt to see the wedding today.
I was so foolish when I was young, so many suicide attempts!
I have been out of touch since I was hospitalized after my suicide attempt last week.
It’s been half a year since I attempted suicide, and I wish I had succeeded
I’m going to go commit suicide now that the Broncos won... #lame
It is going to be my financial suicide, but I NEEEEEEEEEED those shoes.

Figure 1: Fictitious example tweets of genuine statements of a suicide attempt (top), genuine statements indicating a time (middle)

and disingenuous statements (bottom).

ple who survived one or more attempts or the re-
constructions of events provided by friends or fam-
ily members after a traumatic loss. All of these is-
sues pose serious problems for accurate recall, com-
pounded by the effects of biases. Contrastively, so-
cial media streams are biased in other ways, often
towards self presentation, but recorded in the mo-
ment.

Often, treatment progress is assessed using
weekly or monthly questionnaires or interviews that
require retrospection on the part of the patient. How-
ever, retrospective self-report measures are notori-
ously context dependent and highly influenced by
momentary accessible information. Furthermore,
the commonly reported tendency toward “backfill-
ing” that often happens when written journals are
employed in a therapeutic context is worth noting
(Stone et al., 2003). When a patient is asked to keep
a paper journal in the space between office visits,
they frequently backfill the entries just prior to their
appointment from (biased) memory, to please their
therapist or appear compliant. Thus, several weeks
of mood journaling may be compiled in the waiting
area before their visit rather than as they naturally
occur. All of these issues pose a problem for re-
constructing events surrounding suicidal crisis and
make wider generalizations more challenging, bor-
ding on speculative. Ideally, analysis of personal
social media data in conjunction with more tradi-
tional methods may offset the short comings of each
method in isolation.

2 Data

We examine data from people who publicly state on
Twitter that they have tried to take their own life, and
provide enough evidence for the casual observer to
determine the date of their suicide attempt. Specif-
ically, we have 554 users who stated that they at-
tempted to take their life, 312 of which give an in-

dication of when their latest attempt was. The exact
date of their attempt was available for 163 users, and
125 of them had data available prior to the date of
their attempt. We do not include any users who have
marked their profile as private, and for each user we
examine only their public data, which does not in-
clude any direct messages or deleted posts.

For each user, a human annotator examined their
tweets and verified that [1] the user’s statement of
attempting to take their life appeared genuine1 [2]
the user is speaking about their own suicide attempt,
and [3] that the suicide attempt could be localized in
time. See Figure 1 for example tweets.

We estimate the age and gender of each user who
attempted to take their life to provide aggregate de-
mographic information from the users in the dataset
(see Figure 2) and to allow us to directly control for
variability due to age and gender in our analysis. De-
mographic estimates were derived from the authored
content of each user via lexica magnanimously pro-
vided by the World Well-Being Project (Sap et al.,
2014). Though imperfect (91.9% accuracy for gen-
der, r = 0.83 correlation for age), these estimates
are informative in aggregate. Notably, there are sig-
nificantly more women in our data than men, and
almost all users are between the age of 15 and 29.
This indicates that we do not have a representative
sample of the demographics on Twitter, with polling
indicating that 37% of adults aged 18 to 29 and 12%
of those in middle age are on Twitter (Duggan et al.,
2015). Since the older demographic, also at risk for
suicide, does not show up in our sample, it suggests
that we are primarily capturing the youth at risk for
suicide, perhaps because they are more likely to dis-
cuss the subject openly.

1Previously, annotators have shown high agreement for dif-
ferentiating between genuine and disingenuous statements in-
volving mental health conditions, κ = 0.77 (Coppersmith et
al., 2015c).
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Figure 2: Histogram of the ages of users who attempted to take

their life. Females are in green, and males in blue. The mean

age of each gender is denoted by vertical lines.

Figure 3: Vennclouds visualizing the differences in language

usage between the groups examined here. The top cloud com-

pares users who attempt to take their life (left) with neurotyp-

icals (right). The bottom compares users who attempt to take

their life prior to (left) and after (right) their attempt. Larger

words occur more frequently in the corpus.

For each user who has attempted to take their life,
we draw an age- and gender-matched control from a
large pool of random English users. We find a user
of the same estimated gender and the smallest differ-
ence in esitmated age. It is likely that 4-8% of these
(assumed) neurotypical control users have or will try
to take their life, given the rates of suicide attempts
in the population (Nock et al., 2008). This contam-
ination will only serve to weaken our models and
obscure trends. We make no attempt to remedy this
and the results should be treated as lower bounds.

3 Exploration of Language Data

First, we visualize the linguistic differences in our
populations via simple and straightforward methods
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Figure 4: Proportion of tweets containing an emoji (y-axis), by

date (x-axis). Neurotypicals in green, users prior to their suicide

attempt in blue and after their attempt in red.

to provide intuition about the sort of information
available and glean insight as to how this data might
relate to existing psychological theory. In all cases,
we compare (1) users who have tried to take their life
to their matched neurotypical controls and (2) users
prior to and after they attempt to take their life.

Vennclouds: Figure 3 show Vennclouds compar-
ing word usage in our populations. As explanation,
consider the top Venncloud which compares users
prior to their attempt to take their life (left) with
neurotypicals (right). This examines language at the
level of tokens, which here is either a single word,
emoticon, or symbol. Each token can only show up
once in the visualization, so if the token is used with
higher probability by neurotypical users, it is dis-
played on the right. If it is used with higher proba-
bility by users who tried to take their life (only ex-
amining data prior to that attempt), it is displayed
on the left. Tokens that occur with approximately
the same probability are displayed in the middle.
For a more detailed description, see Coppersmith
and Kelly (2014). A few interesting phenomena
emerge from this simple analysis: [1] neurotypicals
use emoticons and emoji with much higher proba-
bility than a user prior to a suicide attempt (also see
Figure 4), [2] users are more likely to talk about sui-
cide after an attempt than before it, [3] users prior
to a suicide attempt use more self-focused language,
replicating similar findings in those challenged with
depression (Chung and Pennebaker, 2007; Copper-
smith et al., 2014a; Coppersmith et al., 2015a), [4]
users prior to a suicide attempt are more likely to
employ automatic means of tracking their followers
(as most uses of the token “followers” are from the
automatic output of these applications).

Figure 4 indicates that neurotypicals (green) use
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emoticons and emoji with a higher frequency than
those who attempt suicide, before (blue) or after
(red) that attempt. For each day where we have
at least 10 tweets, we calculate the proportion of
tweets for each group that contains an emoticon or
an emoji. Interestingly, neurotypicals and people
who attempt suicide seem to adopt emoji around the
same time, starting in 2012, but neurotypicals use
them more.

4 Methods

We are primarily concerned with drawing two com-
parisons here. First, what observable differences ex-
ist between users who attempt to take their life and
the rest of the (neurotypical) population? Second,
what observable differences exist between users
prior to and after a suicide attempt?

Preprocessing: The processing of unedited lan-
guage data prior to the application of any machine
learning or visualization techniques often have sig-
nificant effects on the outcome. Here, for each tweet
we replace all usernames in the text with the sin-
gle token “@”, and replace all URLs with the sin-
gle token “*”. For example “Check out https:
//OurDataHelps.org powered by @Qntfy !
:)” would be “Check out * powered by @ ! :)” af-
ter preprocessing. All emoticons and emoji remain
intact and are treated as single characters. While
many types of linguistic analysis examine the con-
tent and topics of documents, we are equally inter-
ested in content and context. Here, we diverge from
most natural language processing, which often dis-
miss many very frequently used words as uninterest-
ing, and remove them from analysis (sometimes re-
ferred to as “filler” or “stop” words). Previous work
has demonstrated (and frequently replicated) that
some of these words (e.g., first person and third per-
son pronouns) hold psychological meaning, and thus
should be included in analysis (Pennebaker, 2011;
Chung and Pennebaker, 2007). Likewise, lemma-
tizing or stemming words may also remove infor-
mation about how the author experiences the world,
such as whether their language is future- or past-
focused.

Character Language Models: For classification,
we prefer simple, straightforward methods that pro-

Figure 5: Confusion matrix for emotion classifier, denoting the

proportion of tweets from the emotion on the row that are mis-

classified as the emotion on the column. Diagonals (represent-

ing correct classifications) have been removed to better illus-

trate the misclassifications. Thus, sadness is most frequently

misclassified as loneliness while fear and anxiety are most con-

fusable.

vide scores at a per-tweet level. Here, we use char-
acter n-gram language models followed by logistic
regression via scikit-learn (Pedregosa et al., 2011).
These models are particularly appropriate for so-
cial media given their robustness to creative spelling,
missing spaces, and other eccentricities that result
from short, unedited text (Coppersmith et al., 2014b;
McNamee and Mayfield, 2004). We use character
n-grams up to length 5 (so tokens might include
“suici” and “uicid”). Spaces, punctuation, emoti-
cons, emoji, and generic username and url tokens
(“@” and “*” respectively) are included as char-
acters. Logistic regression allows us to learn how
strongly each of these character n-gram tokens are
associated with the populations examined. We use
this method to: [1] compare those who attempted
to take their life against neurotypicals, [2] compare
language before and after a suicide attempt, and [3]
n-way classification of emotions. All performance
measures are calculated via 10-fold cross validation.

Emotional States: To estimate emotional states
from social media posts, we collected a novel cor-
pus with automatically induced emotion labels, as
inspired by Mohammad (2012). These methods
might be used to detect emotional states that indi-
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cate high risk for suicidal crisis. Detection of hy-
pomanic states (associated with multiple attempts)
(Bryan et al., 2008) and elevated levels of guilt or
shame have been found among some populations at
risk for suicide (Ray-Sannerud et al., 2012). Hash-
tags provide implicit labels of emotion (excluding
any tweet that also has #SARCASM or #JK) – a tweet
that contains #ANGER is labeled anger, but not one
that contains #ANGER #SARCASM. We diverged
from past work and focused on emotions more di-
rectly related to suicide and psychological phenom-
ena, as well as an automatically-induced no emotion
category. We used up to 40,000 tweets from each
label, selected from a random Twitter sample col-
lected during 2015. For each tweet, we removed the
hashtag label from the text, and trained a character
n-gram language model.

Inclusion of a no emotion label calls for a slightly
more complicated training procedure, as these train-
ing tweets were selected simply because they lacked
an explicit emotional hashtag. Many of the tweets
in this category do express an emotion. Creating
no emotion training data using tweets that lack an
explicit emotion hashtag results in the no emotion
label being particularly contaminated by tweets ex-
pressing emotions. This, in turn leads the classifier
to frequently misclassify emotional tweets as having
no emotion. This would skew the performance of the
classifier when used beyond training and skew the
estimates of accuracy of the classifier (since many
tweets labeled and evaluated as no emotion actually
have emotional content). Thus, we employ semi-
supervised learning to decrease the effect of this
contamination: We train the model once with 40k
random tweets we label as no emotion, then use this
initial model to score each of a second set of no emo-
tion tweets. Any tweet in this second set of ostensi-
bly no emotion tweets that is classified by the inital
model as having any emotion is removed, since it is
likely to be a contaminating emotion-bearing tweet.
A random (second) subset of 40k tweets are then se-
lected from those that remain. The model we use for
analysis is trained with this cleaner (second) set of
40k no emotion tweets.

Emotion classification from statements in isola-
tion is a very difficult task, even for humans, as evi-
denced by low inter-annotator agreement (e.g., 47%
agreement between three annotators in Purver and
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Figure 6: ROC curve for separating users who attempted to

take their life from matched neurotypicals.

Battersby (2012)). Additionally, the emotions that
are conveyed are also often mixed, making a single
label insufficiently descriptive. For further analysis
of performance and errors of the emotion classifier,
see the Technical Appendix.

Briefly, we assessed classification accuracy of this
8-way classifier with 10-fold cross validation, with
a resulting F1 of 53. While not directly compara-
ble, reported state of the art results for 2- and 6-
way classification range between 45 and 65 (though
some treat the task as a multi-level classification
problem, emotion-detection followed by emotion-
discrimination, reporting F1 separately and further
complicating comparisons) (Mohammad and Kir-
itchenko, 2015; Purver and Battersby, 2012). The
confusion matrix for all the emotions examined can
be found in Figure 5.

5 Results

We demonstrate that quantifiable signals relevant to
suicide can be found in social media data with sim-
ple analysis, then put them in the context of perfor-
mance in a realistic setting. We use techniques con-
ducive to introspection to facilitate comparison with
existing psychological literature.

Quantifiable Signals: To find quantifiable signals
of suicide risk, we build character n-gram language
models to separate users who have attempted to take
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their life from their matched neurotypicals. Specifi-
cally, we examine only data prior to each user’s sui-
cide attempt. A ROC curve denoting the tradeoff
between false alarms (neurotypical users misidenti-
fied as at risk to take their life) and true hits (users
who will attempt to take their life, identified as such)
can be seen in Figure 6.

For a single point of performance for comparison,
note that at roughly 10% false alarms, we correctly
identfy about 70% of those who will try to take their
life. Extrapolating from this likely performance in
the real world is not entirely straightforward, but a
worthy exercise. We can assume that in our neu-
rotypical population of 15-29 year olds, 4-8% of
users will (or have) tried to take their life (Nock et
al., 2008; Kann et al., 2014). Thus, the size of the
neurotypical population is likely to be more than ten
times the size of the at-risk population.

If we were to use this simple method to screen
1000 people aged 15-29, we would expect 40-80 of
them (4-8%) to attempt to take their life at some
point in time. For simplicity, we will use 6% or
60 users. If we were to randomly select users for
additional screening, we would expect that 6% of
them will go on to try to take their life – a hit rate
of 6%. Straightforward application of the example
operating point to 1000 person population would be
expected to yield 42 (70% of 60) at risk individuals
and 94 (10% of 940) neurotypical flagged for addi-
tional screening – a hit rate of 30%.

Our sample of neurotypicals are likely contami-
nated by users who have or will attempt to take their
life, so our estimates of false-alarms may be inflated
due to this contamination. In the best-case scenario,
these at-risk neurotypical users were flagged cor-
rectly, so we reduce our false alarm estimates ac-
cordingly. Thus an upper-bound on our performance
would be if we consider that 6% of the neurotypi-
cal population is currently classified as false alarms,
but are actually true hits. Factoring them out would
yield a false alarm rate of just 4%, so this optimistic
operating point would identify the same 42 at-risk
people as above, and 38 (4% of 940) neurotypical
users for additional screening – a hit rate of 58%.

In sum, a screening tool for people aged 15-
29 based on these simple methods could identify a
group for additional screening for which between
30 and 60% would be at risk for a suicide attempt.

While more optimization remains to be done, this
strongly suggests that technology-assisted screening
is within the realm of the possible.

Emotional Posts: We scored each tweet with an
emotion classifier, and examined the relative com-
position of each user’s tweets by week, for three
months on either side of a user’s suicide attempt.
Figure 7 shows the percentage of each user’s tweets
each week that contained a given emotion. Time (by
week) on the x-axis and percentage of tweets with
that emotion on the y-axis. The day of the suicide
attempt and the week following it are included at
x = 0, indicated by the dotted vertical line. The
colored dot indicates the median percentage across
all users who attempted to take their life, and the er-
ror bars indicate one standard deviation above and
below the median. The equivalent median from the
neurotypical population is included as a solid hori-
zontal line, with one and two standard errors above
and below indicated by dashed and dotted horizontal
lines respectively. The median emotional percentage
of the users who attempted to take their life for the
three months prior to a suicide attempt is indicated
by a colored horizontal line left of 0. Similarly, for
the three months after the attempt.

Since our analysis is largely exploratory, and not
hypothesis-driven, it behooves us to take results that
might otherwise be considered statistically signif-
icant with a higher degree of skepticism. A rea-
sonable guideline for interpreting these plots to ac-
count for the many comparisons made is to consider
differences where the error bars are entirely non-
overlapping. While other more subtle differences
may exist, they should be the subject of more prin-
cipled and hypothesis-driven experiments. With that
lens, some stark differences remain.

Interestingly, while users appear to have a
markedly higher incidence of tweets tagged with
anger and sadness prior to the attempt, they fall to
levels more in line with neurotypicals after an at-
tempt. A few weeks prior to the suicide attempt
there is a marked increase in the percentage of sad-
ness tweets and then a noticeable increase in anger
and sadness the week following the suicide attempt
(to include the day of the attempt). Some examples
of tweets from the day of the suicide attempt and
tagged as anger or sadness are shown in Figure 8,
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My parents admitted they ignore my mental health, I am so pissed off now.
I’m only good for being a verbal punching bag.
Why can’t I find my damn pills so I can just fucking overdose?
I listed reasons I should die and reasons I should not die. I had no reasons not to die. I found 7 reasons to die.
two people next to each other in the same room can be in totally separate places, one of the saddest truths
I’m totally pathetic even the scars from my attempts are pathetic

Figure 8: Example tweets labeled with anger (top) and sadness (bottom) from the day of a suicide attempt.

as an illustration of what signals may be driving that
change. In some of these tweets, the depth of emo-
tion is more complex than is captured by these sim-
plistic labels – some indicate that the author is angry
at themselves and the situation they find themselves
in, perhaps in line with the guilt and shame found
by Bryan et al. (2013).

Contrasting anger and sadness, the percentage of
fear and disgust tweets appear in line with neurotyp-
icals prior to their attempt, yet they decrease to lev-
els below neurotypicals after the attempt. They also
appear to have a consistently lower amount of tweets
that convey loneliness, which decreases further af-
ter their attempt. There are a number of apparent
single-week shifts away from neurotypical or away
from the users who have attempted to take their life,
though drawing conclusions on any of them would
be prematurely speculative. These should serve as
grist for more directed studies in the future. No in-
teresting trends were observed for anxiety so it was
omitted for brevity.

People who attempt to take their life tend to have
a higher overall proportion of tweets estimated to be
emotional, and that proportion tends to increase af-
ter their attempt. Intriguingly, this finding seems (at
first blush) at odds with the results from the Ven-
nclouds and Figure 4, where users who attempted
suicide used emoticons and emoji less frequently
than neurotypicals. Taken together, these might in-
dicate that though users who attempt suicide express
more emotion, they do so with words rather than
emoticons or emoji – perhaps suggesting a depth of
emotion that are not adequately served by the vast
array of emoji.

Volume: Finally, some interesting changes in the
overall volume of activity are illustrated in Figure 9.
Users who attempt to take their life generate tweets
at a level higher than neurotypicals prior to their at-
tempt, but after their attempt appear to return to lev-

els commensurate with neurotypicals. One possible
explanation for this might be an implicit or explicit
call for help, though deeper analysis is certainly re-
quired.

6 Caveats and Limitations

When drawing conclusions from this work, there are
some caveats and limitations to keep in mind, any
of which may affect the generalizability of the find-
ings – all suggesting future, more controlled stud-
ies. All the people investigated here survived their
suicide attempt, so there may be systematic differ-
ences between those in our dataset and those who
die by suicide. Similarly, we have no verification
of the attempts of these users, though the data has
face validity with existing research on suicide. The
data explored here is primarily from women aged
15-29. While this is a group at elevated risk for
suicide, their behavior, motivations, and stressors
are likely significantly different from other at-risk
groups (e.g., transgendered individuals or middle-
aged males). Furthermore, these users self identify
and present themselves as challenged with a highly
stigmatized issue in a very public manner. It is clear
this is a subpopulation separate from neurotypical
controls. We cannot be sure, however, exactly how
different this population might be from the larger co-
hort who has attempted to take their life.

7 Conclusion

The caveats above notwithstanding, we have pro-
vided an empirical analysis of the language usage
of people prior to a suicide attempt, to be used as
grist for further exploration and research. Ideally,
even these simple analyses can provide a foundation
for non-invasive screening and interventions to pre-
vent suicides. However, significant challenges exist
in applying this technology broadly in ways that pre-
serve privacy and maintain a high standard of care
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using limited clinical resources. Despite the po-
tential lives saved, the general population may not
be amenable to its use given the perceived cost to
privacy, as reaction to the Samaritan’s Radar2, sug-
gests. However, opt-in continual analysis of social
media data may be a reasonable method for ecolog-
ical momentary assessment and for monitoring psy-
chological and behavioral state over time. For fur-
ther discussion of the ethics, privacy, and practical
considerations around interventions using this kind
of technology, see Wood et al. (2016).

Suicide is a large and looming challenge, claim-
ing a tragic number of lives each year. Given the
societal stigma, discrimination, and prejudice asso-
ciated with it, finding data to better understand the
risk of suicide has been a consistent challenge. Our
analysis here suggests some future directions for ex-
ploration, along with providing some quantified in-
sight into the phenomena of acute suicidal risk. It
is a small but important step towards improved out-
comes and lives saved.
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Abstract

This paper introduces a new shared task for
the text mining community. It aims to di-
rectly support the moderators of a youth men-
tal health forum by asking participants to auto-
matically triage posts into one of four severity
labels: green, amber, red or crisis. The task
attracted 60 submissions from 15 different
teams, the best of whom achieve scores well
above baselines. Their approaches and results
provide valuable insights to enable moderators
of peer support forums to react quickly to the
most urgent, concerning content.

1 Introduction

When facing tough times, the best support often
comes from someone who has been through similar
experiences (Pfeiffer et al., 2011). Forums are a sim-
ple way to facilitate such peer-support online, but
when they involve vulnerable people and sensitive
subject matter they require careful cultivation. There
is growing evidence that online peer-support without
professional input has limited effectiveness (Kaplan
et al., 2011), and Kummervold et al. (2002) obtained
almost unanimous feedback from forum users that
professionals should actively participate or offer a
safety net of passive monitoring.

The need for human moderation raises concerns
of cost and scalability. This provides opportunity
for text mining and NLP to augment human moder-
ators by allowing them to focus on the individuals
and posts that most urgently require their attention.
For example, affect detection could locate emotion-
ally charged posts (Calvo and D’Mello, 2010), and

Yin et al. (2009) could identify malicious users. For
the domain of mental health, De Choudhury et al.
(2013) could prioritize clinically depressed individ-
uals, and O’Dea et al. (2015) could help moderators
respond quickly to suicidal ideation.

There has recently been a great deal of research
that mines social media texts for mental health, but
most have been isolated investigations. This pa-
per introduces a new shared task for researchers to
collaborate on and concretely compare what does
and does not work. It releases a dataset of forum
posts that have been manually annotated with how
urgently they require a moderator’s attention.

To our knowledge, the only other shared task in-
volving social media and mental health is Copper-
smith et al. (2015), who aim to detect depression and
PTSD on Twitter. Other shared tasks have used data
that is easier to de-identify: Pestian et al. (2012) fo-
cus on emotion detection within anonymized suicide
notes, while Pradhan et al. (2014) and their prede-
cessors focus on making clinical records easier to
digest and understand.

The remainder of the paper is structured as fol-
lows. The next section describes ReachOut: an on-
line community of Australian youth that provides
both data and motivation. Section 3 describes the
dataset extracted from these forums and the annota-
tion process. Section 4 summarizes the methods and
common themes of participating teams, and Sec-
tion 5 contains their results. Our use of public yet
sensitive data raises complex ethics issues that are
addressed in Section 6. The final section describes
some of the opportunities and challenges that remain
unexplored and invites readers to participate.
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2 The ReachOut forums

ReachOut.com is an Australian non-profit estab-
lished in 1996 to support young people. It offers
on-line resources about everyday topics like family,
school and friendships, as well as more difficult is-
sues such as alcohol and drug addition, gender iden-
tity, sexuality, and mental health concerns. About
1 in 3 young people in Australia are aware of the
site (Metcalf and Blake, 2013), and it received about
1.8 million visitors in 2014 (Millen, 2014). In a sur-
vey conducted in 2013, approximately 77% of vis-
itors reported experiencing high or very high levels
of psychological distress, which indicates that the
site is reaching people in need (Metcalf and Blake,
2013). 46% of these distressed visitors reported feel-
ing more likely to access (for the first time) profes-
sional support after their visit.

Much of this success is due to the strong on-line
community that has developed around ReachOut,
thanks to a lively peer-support forum. This offers
a safe, supportive environment for 14-25 year-olds
to anonymously share their personal experiences.

Maintaining this environment and ensuring it re-
mains a positive place to be requires a great deal
of effort. ReachOut employs several senior mod-
erators full-time, and also recruits and trains new
young people each year as volunteer peer modera-
tors. Collectively, this Mod Squad listens out for
anything that might require attention, responding
when needed with encouragement, compassion and
links to relevant resources. In extreme cases they
will occasionally redact content that is overly dis-
tressing or triggering, or where the author has jeop-
ardized their own safety and anonymity. There is an
escalation process to follow when forum members
might be at risk of harm. Not all of the moderators’
actions are so dire however; often they step in to con-
gratulate someone for making progress, or simply to
keep conversation flowing and build rapport.

3 Data and annotation

The ReachOut Triage Shared Task dataset consists
of 65,024 forum posts written between July 2012
and June 2015. The data is structured in XML and
preserves all metadata such as when the post was
made, who authored it, and where it fits in the nav-
igational structure of boards, threads, replies and

quotes. We discuss the ethical considerations of us-
ing such sensitive yet public data in Section 6.

The vast majority posts are left unannotated,
to provide a testbed for unsupervised and semi-
supervised approaches such as topic modelling, co-
training and distant supervision. A subset of 1,227
posts were manually annotated by three separate
judges (the first three authors of the paper) using a
semaphore pattern to indicate how urgently they re-
quire a moderators attention:

• Crisis indicates that the author (or some-
one they know) is in imminent risk of being
harmed, or harming themselves or others. Such
posts should be prioritized above all others.

• Red indicates that a moderator should respond
to the post as soon as possible.

• Amber indicates that a moderator should ad-
dress the post at some point, but they need not
do so immediately.

• Green identifies posts that do not require direct
input from a moderator, and can safely be left
for the wider community of peers to respond to.

The annotation task began with the judges dis-
cussing the first ∼200 posts and arriving at a collec-
tive decision for each, guided by an informal anno-
tation and triage criteria provided by Reachout. At
that point the judges were able to formalize their de-
cision process into the flowchart shown in Figure 1.
This illustrates some of the complexity and subjec-
tivity involved in the task: the judges (and future
algorithms) have to consider both the textual con-
tent of the post and the sentiment behind it (e.g. that
a post is red because it describes current distress),
and also the trajectory of how authors follow up on
their own previous concerning posts (e.g. that a post
is amber because a prior situation has not worsened,
but is also not entirely resolved).

Within the annotation system, posts were always
viewed in the full context of how they were found in
the live forum, rather than as an independent chunk
of text. Posts were annotated against the flowchart to
capture both the semaphore annotation and a more
detailed sub-annotation. They could also be anno-
tated as ambiguous if they fell outside the logic pro-
vided by the flowchart.
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decision annotation sub-annotation

Do you think the author (or someone they know) 
might hurt themselves or others?

Is the author dissatisfied with ReachOut?

Is the author angry or negative towards someone 
else on the forum?

Is the author (or someone they know) currently 
distressed?

Is the distress particularly severe or acute?

Is the author writing to support or advise another 
forum member?

Is the author following up on their own previous 
RED or CRISIS post?

Is this folllowup a variation of “thanks, bye”?

Does this followup indicate the situation has 
worsened?

Does the author discuss past distress or trauma?

Would the author feel underserved if the post 
was not replied to?

Is a reply likely to have a positive impact on the 
author’s wellbeing?

CRISIS

RED

RED

RED

AMBER

AMBER

AMBER

AMBER

RED

GREEN

GREEN

GREEN

crisis

angry with reachout

angry with forum member

current acute distress

current mild distress

supporting

followup bye

followup worse

followup ok

past distress

underserved

all clear

Figure 1: The triage annotation decision tree

After settling on this decision tree, the judges an-
notated each of the remaining posts independently.
Inter-annotator agreement was then measured over
these posts, excluding 22 that had been labelled as
ambiguous by at least one of the judges. Over 977
cases (and four possible labels), the three judges
achieved a Fleiss’s Kappa of 0.706 and pairwise
Cohen’s Kappa scores ranging between 0.674 and
0.761. Viera and Garrett (2005) would interpret this
as substantial agreement. Finally the judges met in
person to resolve any remaining disagreements and
ambiguous cases and arrive at a consensus.

Table 1 shows the final distribution of labels
across the annotated portion of the dataset, and how

train % test %
crisis 39 4 1 0
red 110 12 27 11
amber 249 26 47 19
green 549 58 166 69
total 947 280

Table 1: Distribution of labels across training and testing data.

it was split into 947 posts for training and 280 for
testing. The posts were not stratified or distributed
randomly, but were instead split on a particular date
(the 28th of May 2015). Consequently the distri-
bution of labels across the two sets is not entirely
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even, which makes the task somewhat more chal-
lenging and realistic. It also ensures that features
can be extracted from the behaviour leading up to
each post without accidentally contaminating train-
ing data with testing data.

4 Shared task submissions

Teams were given roughly 4 weeks from being pro-
vided with the training data to submitting test re-
sults. Teams were permitted to submit a maximum
of 5 runs. We received 60 submissions from the 15
teams participating in the task. In this section we
look at the various approaches to the task, and what
techniques were and were not successful. First we
briefly describe the top-performing approaches, and
then summarise techniques used across systems.

4.1 Top systems

The top three systems achieved similar performance
via very different approaches.

Kim et al. (2016) base their approach on SGD
classifiers with a small feature space, varying several
different aspects of implementation. There features
consist of only TF-IDF weighted unigrams, and post
embeddings using sent2vec (Le and Mikolov, 2014).
Their best run was an ensemble of three classifiers
which, in contrast to other teams, were trained on
the 12 sub-annotation labels (e.g. current acute dis-
tress) as opposed to the 4 coarse labels. They find
that this substantially increases red recall and amber
precision, this suggests a better assignment of labels
around the red/amber boundary. They incorporate
a classifier which make sentence-level predictions,
summing the distributions across sentences to select
the label for a post.

Malmasi et al. (2016) implement a meta-classifier
approach. Base linear SVM classifiers are con-
structed from a larger feature space than the other
top-performing systems, they generate these base
classifiers for both the target posts as well as preced-
ing and following posts. These base classifiers are
in turn used to train a meta-classifier, which is ex-
tended to a Random Forest of meta-classifiers. They
find that Random Forests outperform SVMs at the
meta-classifier level, but there is some performance
variation between classifiers which they expect is
due to the randomness inherent in training Random

Forests. Despite the lower result, their RBF-kernel
SVM meta-classifier still performs well, suggesting
robustness of this approach.

Brew (2016) experiment with leveraging unla-
belled data, but their baseline RBF-kernel SVM
achieves a better score than any of their more
elaborate approaches. Features used were TF-IDF
weighted unigrams and bigrams, author type, post
kudos, and whether a post is the first in its thread.
They provide analysis in their system description pa-
per, one observation is that the official metric may
give unstable results which happen to overly benefit
their implementation in this instance. Accuracy re-
sults in Section 5 may support this, as the accuracy
of this system is slightly below the other top sys-
tems, but even across unofficial metrics this is still
one of the top-performing approaches.

4.2 General approaches

Systems generally used a logistic regression or SVM
classifier, or an ensemble of these classifiers. Most
systems learned coarse-level labels only and used a
relatively straightforward learning setup.

Successful approaches use several different types
of features: as well as features derived from post
content, we find systems include features derived
from post metadata and larger forum structure.

4.2.1 Post content features
Systems extract typical features from post sub-

jects and body text. Most systems preprocess the
text to handle HTML entities, and extract unigram
and bigram features, potentially using lemmatised
tokens. Better performing systems weight these n-
grams with TD-IDF (Kim et al., 2016; Brew, 2016),
or incorporate embeddings. Top-performing (Mal-
masi et al., 2016) make use of further n-gram fea-
tures, adding character n-grams, token skip-grams
and POS n-grams to the above.

Lexicons, particularly the Linguistic Inquiry and
Word Count (Pennebaker et al., 2015) lexicon, are
used as measure of emotion (Cohan et al., 2016)
and sentiment (Malmasi et al., 2016). Cohan et
al. (2016) additionally leverage DepecheMood (Sta-
iano and Guerini, 2014) to identify emotions asso-
ciated with a post, and the MPQA subjectivity lexi-
con (Wilson et al., 2005) to distinguish between ob-
jective and subjective posts. In particular, Cohan et
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al. (2016) apply these lexicons to the final sentence
in a post, in an effort to capture the final mental
state of the user, particularly where it relates to self-
harm in lengthy posts that do not otherwise indicate
self-harm. Zirikly et al. (2016) use the NRC Word-
Emotion Association Lexicon (Mohammad and Tur-
ney, 2013) for emotion-word features.

Cohan et al. (2016) generate LDA topics of
each post. Amiri et al. (2016) generate 30 top-
ics over the full ReachOut.com corpus as well as
the reddit.com/r/Depression subreddit. They
then similarly use post topics as features.

Some approaches incorporate sentiment tech-
niques into classification. Zirikly et al. (2016) la-
bel sentences with sentiment, using CoreNLP (Man-
ning et al., 2014), and use counts of each sentiment
as features, Shickel and Rashidi (2016) make use of
sentiment labelling in a similar way. Almeida et al.
(2016) add sentiment dictionaries.

Semi-structural features are included by Zirikly et
al. (2016). One simple feature is the count of user
names mentioned in posts. Other features capture
repeated syntax, such as a popular thread that asks
users to systematically turn negatives into positives.
Deeper syntactic features are included by Malmasi
et al. (2016), as are Brown cluster features. Wang et
al. (2016) make explicit use of emoticons.

4.2.2 Post metadata features
Participants made only limited use of post meta-

data. Author ranking (the role of the author on the
site) and kudos were the most used elements; fol-
lowed by times posts were created and edited, the
thread and board they belong to, and the number of
times they are viewed.

4.2.3 Forum structure features
Most systems made little use of forum structure

and hierarchy other than using thread ID as a simple
feature. Malmasi et al. (2016) make use of posts be-
fore and after the target post; Pink et al. (2016) use
post reply chains as a source of features; and a num-
ber of systems generate features from posts in con-
text or aggregated features, such as the number of
posts in a thread (Cohan et al., 2016). Brew (2016)
add a feature which indicates whether a post is the
first in a thread, which may be a useful straightfor-
ward feature, given how the data was annotated.

Most systems do not consider unlabelled posts.
As mentioned, Cohan et al. (2016) and Amiri et al.
(2016) build LDA models over the data. Zirikly et
al. (2016) experiment with a semi-supervised SVM.

5 Results

In this section we only consider the best run for all
teams. Readers are encouraged to refer to the in-
dividual system description papers for results of all
runs.

5.1 Metric
The official metric for the shared task is macro-
averaged F-score, because it gives more weight to
the infrequent yet more critical labels than a micro-
average. Identifying a metric that appropriately tar-
gets downstream requirements is difficult, particu-
larly as desired recall is different across labels: a
lower precision may acceptable for a higher recall
crisis labelling, but not for amber. Brew (2016) pro-
vide some analysis of the stability of this metric.
We note that ordering results by accuracy produces
a fairly similar ordering.

5.2 Official results
The official scores are listed Table 2. It addition-
ally reports scores gained by treating crisis, red and
amber as a single flagged label against green, and by
treating crisis and red as a single urgent label against
amber and green. The participants’ top systems are
compared against to a straightforward baseline sys-
tem that uses unigrams and bigrams as features, and
a default scikit-learn (Pedregosa et al., 2011) logistic
regression classifier.

Results are close across different approaches:
three teams tie for first place, the next two teams are
behind by only a few instances. The median is 0.34.

We note that the crisis label only occurs once in
the test data and none of the systems successfully
detected it. This has a large impact on the official
macro-average metric; for example, if we disregard
this label from Kim et al. (2016), the score would be
0.63. Fortunately all systems suffer the same disad-
vantage so the relative comparisons remain fair, al-
though it is possible that systems optimised for cri-
sis labels may have been slightly disadvantaged. We
expect that a more sophisticated evaluation metric is
required to handle this minimally represented class:
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team official acc flagged flagged acc urgent urgent acc
Kim et al. (2016) 0.42 0.85 0.85 0.91 0.62 0.91
Malmasi et al. (2016) 0.42 0.83 0.87 0.91 0.64 0.93
Brew (2016) 0.42 0.79 0.78 0.85 0.69 0.93
Cohan et al. (2016) 0.41 0.80 0.81 0.87 0.67 0.92
Desmet et al. (2016) 0.40 0.80 0.80 0.87 0.62 0.92
Opitz (2016) 0.37 0.79 0.76 0.85 0.50 0.91
Zirikly et al. (2016) 0.36 0.77 0.78 0.85 0.60 0.90
Rey-Villamizar et al. (2016) 0.34 0.77 0.79 0.86 0.51 0.89
Pink et al. (2016) 0.33 0.78 0.73 0.85 0.48 0.90
Asgaria et al. (2016) 0.32 0.79 0.76 0.86 0.40 0.90
Amiri et al. (2016) 0.31 0.73 0.68 0.80 0.50 0.90
Wang et al. (2016) 0.30 0.73 0.76 0.83 0.48 0.89
Almeida et al. (2016) 0.29 0.74 0.68 0.82 0.51 0.88
Shickel and Rashidi (2016) 0.23 0.76 0.79 0.86 0.09 0.83
Franco-Penya and Sanchez (2016) 0.13 0.42 0.58 0.60 0.36 0.75
baseline 0.31 0.78 0.75 0.86 0.38 0.89

Table 2: Official results for the CLPsych 2016 shared task. official is crisis, red and amber macro-averaged F-score, acc is accuracy,

flagged is crisis + red + amber, urgent is crisis + red (against amber + green). Top results are bolded.

team crisis red amber green
Kim 0.00 0.65 0.61 0.94
Malmasi 0.00 0.58 0.69 0.93
Brew 0.00 0.65 0.61 0.88
Cohan 0.00 0.59 0.64 0.90
Desmet 0.00 0.57 0.63 0.90
Opitz 0.00 0.48 0.62 0.89
Zirikly 0.00 0.51 0.58 0.89
Rey-Villamizar 0.00 0.43 0.58 0.90
Pink 0.00 0.49 0.49 0.89
Asgaria 0.00 0.41 0.56 0.90
Amiri 0.00 0.44 0.48 0.85
Wang 0.00 0.36 0.55 0.87
Almeida 0.00 0.40 0.48 0.87
Shickel 0.00 0.10 0.59 0.90
Franco-Penya 0.00 0.16 0.24 0.62
baseline 0.00 0.39 0.53 0.90

Table 3: Per-label F-scores for each run in Table 2.

if any system had correctly labelled the one crisis
instance with reasonable precision, it would likely
drastically outperform other systems.

For the best run of each team, we evaluate on each
label and include the results in Table 3. Generally,
systems perform well on green, and a substantial
portion of performance is reliant on the red/amber
decision. The is reflected in the flagged result in Ta-
ble 2, sorting by this column would result in a sub-
stantially different ordering.

Many of the top-performing approaches are no-

tably different, however there are some interesting
comparisons that can be made. Both Kim et al.
(2016) and Brew (2016) are successful with only a
small feature space. The latter system demonstrates
that it is useful to consider not just the usual n-
grams, but also custom features such as author type,
kudos, and whether a post is first in the thread. It
is interesting that the top teams achieved similar re-
sults. A larger exploration of the feature space may
help identify those that are most useful.

Overall, the scarcity of crisis posts made full la-
belling a difficult task. However, the teams were
able to achieve good scores for the flagged and
urgent binary classification problems. These are
promising results for supporting ReachOut’s mod-
erators.

6 Ethical considerations

In this paper we have built a shared task around pub-
licly available data. Even though the data is already
freely accessible, it needs to be treated with care and
respect because it involves sensitive subject matter.
The process of obtaining consent to release it to the
research community was by no means straightfor-
ward. In this section we describe some of the ques-
tions and concerns that were raised in discussions
with our own ethics committee, in the hope that they
might be helpful to other researchers undertaking
similar work. These discussions were guided by
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the Australian National Statement on Ethical Con-
duct in Human Research; obviously each researcher
should seek out the corresponding legislation rele-
vant to them (which may differ from our own), and
follow recommendations of relevant authorities.

6.1 What is the potential for harm, and how
can it be minimized?

The National Statement describes a balance between
benefit and risk; that any risk of harm must be off-
set or justified by likely benefits (either for the par-
ticipants themselves or the wider community). We
identified three groups of participants to whom this
annotation and release of data might cause harm: to
the researchers who annotated the data, to the re-
searchers with whom the data is shared, and to the
people who authored the content.

The first two groups were easily catered for, by
ensuring that the researchers were aware of the po-
tentially distressing and triggering nature of the con-
tent, and providing appropriate access to care (i.e.
location-specific helplines).

The third group is of much greater concern. While
these forum members have already shared their data
publicly, our annotations serve to single out the most
distressed and vulnerable individuals among them.
Disclosing their identities could cause serious dis-
tress, and may undermine their willingness to seek
help in future. Fortunately these forum members are
instructed by ReachOut to keep themselves safe and
anonymous, and the moderators described in Sec-
tion 2 respond to and actively redact any identifying
information that is inadvertently shared.

To further protect this anonymity, participating re-
searchers were restricted from contacting contact-
ing individuals within the dataset (i.e. via the fo-
rums), cross-referencing individuals with the dataset
against any other datasets or social media accounts,
or making any other attempt to identify individuals.
They were also not permitted to publish any portion
of the dataset (e.g. example posts) other than sum-
mary statistics, or share it with anyone else. Future
users of the dataset will have the same restrictions.

6.2 Should the data be redacted?
Another possible strategy for minimising potential
harm is to redact the data to remove any identify-
ing information. This is difficult to do for public

social media data, because any structure or terms
that remain can be searched on and compared to re-
construct it. Counter-intuitively, the more accessible
data is, the more difficult it is to share safely.

Zimmer (2010) provides a cautionary tale in
which private Facebook data was shared inadver-
tently, despite researchers’ honest efforts to protect
it. The previous CLPsych shared task (Coppersmith
et al., 2015) provides another example of a dataset
that remains re-identifiable despite redaction. It
gathered tweets from participants who self-indicated
that they were suffering from depression and post-
traumatic stress, and redacted them by hashing user-
names and any other readily identifiable informa-
tion. And yet, for many individuals there likely re-
mains enough text to cross-reference against twitter
archives. Consequently recipients of this data had
to sign a privacy agreement stating they would make
no attempt to re-identify them.

A safer example is Sumner et al. (2012), who
shared a dataset of twitter profiles matched to self-
reported ratings for the big five personality traits
and the dark triad of anti-social personality traits.
Here the data is more aggressively redacted by only
retaining basic statistics and frequencies of terms
found in the Linguistic Inquiry and Word Count
(LIWC) lexicon. This obviously limits researchers
to using only a narrow set of predefined features.

Another strategy would be to encode all con-
tent such that researchers could count the rela-
tive frequencies of all terms without being able to
read or understand them. This allows greater free-
dom than Sumner et al. but is still very limit-
ing. For example, researchers would not be able to
cross-reference terms against external vocabularies
or bootstrap other sources of data (Section 4.2.1), or
even perform their own lemmatisation. It would also
make error analysis difficult if not impossible.

In summary, it does not seem possible to ren-
der public data truly non-identifiable without greatly
hindering research. Fortunately our ethics commit-
tee felt that the anonymous nature of the ReachOut
forums provided good protection of privacy. Their
key remaining concern was that forum members
might be identifiable if they reuse user names from
other forms of social media. This motivated some of
the restrictions described in Section 6.1.
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6.3 Should consent be obtained?

Ideally any research involving human participants
should be done with their full knowledge and con-
sent. However, this dataset involves hundreds of
distinct authors, to reduce the risk that the result-
ing algorithms would become over-fitted to any in-
dividuals writing style. Consequently obtaining con-
sent individually for each participant would require
an impractical investment of time. Additionally,
our only means of contact would be via the forum,
which is a place where many participants are only
active for a short period of time to ask a specific
question and then move on. Consequently, a great
deal of valuable data would have been lost if we re-
quired consent from each individual participant.

Fortunately, the National Statement provides pro-
visions for waiving the need for disclosure and con-
sent when it is impractical to obtain it. For brevity,
we will not exhaustively list all of the relevant re-
quirements, but will instead focus on those that are
particularly relevant for this research:

The first requirement is that involvement in the re-
search carries no more than low risk to participants.
As explained previously, the main risk here is the
potential disclosure of sensitive information about
the participants. Fortunately, the largely anonymous
nature of ReachOut combined with the restrictions
placed on researchers meant that this risk of disclo-
sure was minimal.

Another pertinent requirement is that there is no
known or likely reason for thinking that participants
would not have consented if they had been asked.
Given that the forum data is already widely shared
and requires no special privileges to browse it, we
argued that the participants appear to be comfortable
allowing anyone to read their posts, as long as they
can remain anonymous. Our focus then has been to
ensure this anonymity is kept intact.

One last requirement is that the benefits from the
research justify any risks of harm associated with
not seeking consent. To our minds, this raises an
obligation for the research to be more than merely an
interesting text classification problem; that it must
lead to something that is of direct benefit to the users
and moderators of ReachOut. Consequently we are
now working to build an accurate classifier from the
insights gained during the shared task, and have in-

tegrated an early version of this triage system into
the moderators suite of tools (Calvo et al., 2016).
This system is already helping moderators respond
quickly to urgent forum posts, and we hope to make
it much more accurate in the near future.

7 Conclusions and future work

The CLPsych 2016 shared task was an interesting
and difficult one. It asked participants to tackle the
complex and somewhat subjective problem of prior-
itizing posts on a mental health forum, and elicited a
broad array of algorithms and techniques.

The quantity and quality of participation has been
excellent, and the organisers would like to thank
teams for their engagement. The top performing
teams performed well above the baseline, and made
substantial progress on the task.

Participants were given limited time to hone their
algorithms, so we hope they continue their work.
There are many facets of the data still to explore,
such as modelling the history and mental state of
users, capturing structural and temporal data from
the forum hierarchy, and further leveraging unla-
belled data with semi-supervised or distantly super-
vised techniques. We will continue to work on and
support this task and will be integrating ideas into
the system used by ReachOut’s moderators.

We invite interested researchers to join us on this
challenging and worthwhile problem1.
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Fabian Pedregosa, Gaël Varoquaux, Alexandre Gram-
fort, Vincent Michel, Bertrand Thirion, Olivier Grisel,
Mathieu Blondel, Peter Prettenhofer, Ron Weiss, Vin-
cent Dubourg, Jake Vanderplas, Alexandre Passos,
David Cournapeau, Matthieu Brucher, Matthieu Per-
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Abstract

This paper describes the Data61-CSIRO text
classification systems submitted as part of the
CLPsych 2016 shared task. The aim of the
shared task is to develop automated systems
that can help mental health professionals with
the process of triaging posts with ideations of
depression and/or self-harm. We structured
our participation in the CLPsych 2016 shared
task in order to focus on different facets of
modelling online forum discussions: (i) vector
space representations; (ii) different text gran-
ularities; and (iii) fine- versus coarse-grained
labels indicating concern. We achieved an F1-
score of 0.42 using an ensemble classification
approach that predicts fine-grained labels of
concern. This was the best score obtained by
any submitted system in the 2016 shared task.

1 Introduction

The aim of the shared task is to research and de-
velop automatic systems that can help mental health
professionals with the process of triaging posts with
ideations of depression and/or self-harm. We struc-
tured our participation in the CLPsych 2016 shared
task in order to focus on different facets of modelling
online forum discussions: (i) vector space represen-
tations (TF-IDF vs. embeddings); (ii) different text
granularities (e.g., sentences vs posts); and (iii) fine-
versus coarse-grained (FG and CG respectively) la-
bels indicating concern.

(i) For our exploration of vector space represen-
tations, we explored the traditional TF-IDF feature

∗This work was performed while Yufei was at CSIRO.

representation that has been widely applied to NLP.
We also investigated the use of post embeddings,
which have recently attracted much attention as fea-
ture vectors for representing text (Zhou et al., 2015;
Salehi et al., 2015). Here, as in other related work
(Guo et al., 2014), the post embeddings are learned
from the unlabelled data as features for supervised
classifiers. (ii) Our exploration of text granularity
focuses on classifiers for sentences as well as posts.
For the sentence-level classifiers, a post is split into
sentences as the basic unit of annotation using a sen-
tence segmenter. (iii) To explore the granularity of
labels indicating concern, we note that the data in-
cludes a set of 12 FG labels representing factors that
assist in deciding on whether a post is concerning or
not. These are in addition to 4 CG labels.

We trained 6 single classifiers based on different
combinations of vector space features, text granu-
larities and label sets. We also explored ensemble
classifiers (based on these 6 single classifiers), as
this is a way of combining the strengths of the sin-
gle classifiers. We used one of two ensemble meth-
ods: majority voting and probability scores over la-
bels. We submitted five different systems as submis-
sions to the shared task. Two of them were based on
single classifiers, whereas the remaining three sys-
tems used ensemble-based classifiers. We achieved
an F1-score of 0.42 using an ensemble classification
approach that predicts FG labels of concern. This
was the best score obtained by any submitted sys-
tem in the 2016 shared task.

The paper is organised as follows: Section 2
briefly discusses the data of the shared task. Sec-
tion 3 presents the details of the systems we sub-
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mitted. Section 4 then shows experimental results.
Finally, we summarise our findings in Section 5.

2 Data

The dataset used in the shared task is a collection
of online posts crawled from a mental health forum,
ReachOut.com1, collected by the shared task anno-
tators, who then labelled each discussion post with
one of 4 CG labels: Green, Amber, Red and Crisis,
describing how likely a post is to require the atten-
tion of a mental health professional. Each post is
also annotated with one of 12 FG labels, which are
mapped deterministically to one of the 4 CG labels
according to the relationships presented in Table 1
(which also provides the frequencies of these rela-
tionships). For instance, a post labelled with Red
could be labelled with one of 4 FG labels: angry-
WithForumMember, angryWithReachout, currentA-
cuteDistress and followupWorse. As can be seen in
the table, the dataset is imbalanced since it contains
more Green labelled posts than any other post.

The corpus consists of 65,024 posts, and it is
subdivided into labelled (947) and unlabelled data
(64,077). The final test data contains an extra 241
forum posts. Each post is provided in an XML file
and each post file contains metadata, such as the
number of “likes” a post received from the online
community. The shared task requires each submit-
ted system to predict a label for each of test posts.

In addition to the post data, the data set contains
anonymised metadata about post authors, which in-
dicates whether authors were affiliated with Rea-
chOut, either as a community moderator or a site
administrator. Specifically, this metadata contains
anonymised author IDs and their forum ranking. In
total, there were 1,640 unique authors and 20 author
rankings on the forums. Each author has one of the
20 rankings. 7 ranking types indicate ReachOut af-
filiated, whereas 13 author ranking types represent a
member of the general public.

3 Systems Description

3.1 Text Pre-processing

We performed several text pre-processing steps prior
to feature extraction in order to reduce the noisiness

1http://forums.au.reachout.com/

CG label Frequency FG label Frequency
Green 549 allClear 367

followupBye 16
supporting 166

Amber 249 underserved 34
currentMildDistress 40
followupOk 165
pastDistress 10

Red 110 angryWithForumMember 1
angryWithReachout 2
currentAcuteDistress 87
followupWorse 20

Crisis 39 crisis 39

Table 1: CG and FG label sets. Their frequencies represent the

number of posts in the labelled dataset.

of the original forum posts. We removed HTML
special characters, non-ASCII characters and stop
words, and all tokens were lower-cased. We used
NLTK (Bird et al., 2009) to segment sentences for
the sentence-level classifiers, producing 4,305 sen-
tences from the 947 posts.

3.2 Features

We used two types of feature representations for the
text: TF-IDF and post embeddings. The TF-IDF
feature vectors of unigrams were generated from
the labelled dataset, whereas the embeddings were
obtained using both labelled and unlabelled dataset
using sent2vec (Le and Mikolov, 2014). We ob-
tained the embeddings for the whole post directly
instead of combining the embeddings for the indi-
vidual words of the post due to the superior perfor-
mance of document embeddings (Sun et al., 2015;
Tang et al., 2015).

In our preliminary investigations, we explored
various kinds of features such as bi- and trigrams,
metadata from the posts (such as the number of
views of a post or the author’s affiliation with Rea-
chOut) and orthographic features (for example, the
presence of emoticons, punctuation, etc.), but we did
not obtain any performance benefits with respect to
intrinsic evaluations on the training data.

3.3 Classifiers

For the text classifiers, we trained a MaxEnt model
using scikit-learn’s SGDClassifier (Pedregosa et al.,
2011) with the log loss function and a learning rate
of 0.0001 as our classifier for all experiments. In
the training phrase, the weights of SGDClassifier are
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optimised using stochastic gradient descent (SGD)
through minimising a given loss function, and L2
regularisation is employed to avoid overfitting. The
log loss function in SGDClassifier allows us to ob-
tain the probability score of a label at prediction
time.

We developed classifiers for two granularities of
text: (i) entire posts, and (ii) sentences in posts. For
the latter, we post-processed the predicted sentence-
level labels to produce post-level labels (to be con-
sistent with the shared task). We obtained distribu-
tions of probabilities for the label sets for each sen-
tence, and then summed the distributions for all sen-
tences in a post. This provided a final distribution
of probabilities for labels for a post. The label with
the highest probability was then taken as the inferred
label for the post.

To perform the post-processing steps above, we
used the distributions for labels produced by the
MaxEnt model. That is, the model can be used to
provide estimates for the probabilities of:
• CG labels given a post, P (CG label|post);
• CG labels given a sentence, P (CG label|sentence);
• FG labels given a post, P (FG label|post); and
• FG labels given a sentence, P (FG label|sentence).
We also developed classifiers for the CG and FG

label sets. In the case of the FG set, we again per-
formed post-processing steps to produce CG labels.
In this case, we deterministically reduced the pre-
dicted 12 labels to the 4 CG labels, using the map-
ping presented in Table 1.

This allowed us to experiment with different com-
binations of the 3 facets, described in Section 1. We
built 6 classifiers based on the combination of the
configurations described so far as follows:
C1. post-level TF-IDF classifier using 4 labels
C2. post-level embedding classifier using 4 labels
C3. sentence-level TF-IDF classifier using 4 labels
C4. post-level TF-IDF classifier using 12 labels
C5. post-level embedding classifier using 12 labels
C6. sentence-level TF-IDF classifier using 12 labels

3.4 Ensembles
One reason why the ensemble approaches may work
well is that, even if a classifier does not pick the cor-
rect label, the probabilities for all labels can still be
taken as input to the ensemble approach. For ex-
ample, although a classifier may have chosen a la-

System Training results Official test results
Post-tfidf-4labels 0.25 0.39
Sent-tfidf-12labels 0.35 0.37
Ensb-6classifiers-mv 0.37 0.37
Ensb-3classifiers-4labels-prob 0.35 0.35
Ensb-3classifiers-12labels-prob 0.37 0.42

Table 2: F1 results for 5-fold cross-validation on training data

and the official test results from the shared task.

bel incorrectly, the correct label could have had the
second highest probability score, which when com-
bined with information from other classifiers may
lead to the correct label being assigned.

As mentioned in Section 1, the outputs of the
ensemble models were produced using one of two
ensemble methods: majority voting and probability
scores over labels. In the majority voting method,
each classifier votes for a single label, and the label
with highest number of votes is selected for the fi-
nal decision. The second ensemble method uses an
estimate of the posterior probability for each label
from individual classifiers, and the label with high-
est sum of probabilities is chosen for the final pre-
diction. Neither ensemble method requires any pa-
rameter tuning.

3.5 Submitted Systems

Five different systems were adopted for our submis-
sions to the shared task. Two were based on a sin-
gle MaxEnt classifier, whereas the remaining three
systems used ensemble-based classifiers. The two
single classifiers were as follows:

1. a single classifier C1 (Post-tfidf-4labels)
2. a single classifier C6 (Sent-tfidf-12labels)

And the three ensemble classifiers are:
3. an ensemble classifier combining all six C1-C6

by majority voting (Ensb-6classifiers-mv)
4. an ensemble classifier combining C1, C2, C3

by posterior probabilities (Ensb-3classifiers-4labels-prob)
5. an ensemble classifier combining C4, C5, C6

by posterior probabilities (Ensb-3classifiers-12labels-prob)
The Post-tfidf-4labels system uses a standard ap-

proach predicting 4 CG labels with respect to posts
using TF-IDF feature representation. The Sent-tfidf-
12labels system predicts 12 fined-grained labels
for sentences using the same feature representation
method. The Ensb-6classifiers-mv system combines
all judgements of the six MaxEnt classifiers de-
scribed in Section 3.3 through majority voting. The
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System F1 Accuracy Filter F1 Filter Accuracy
Post-tfidf-4labels 0.39 0.81 0.82 0.88
Sent-tfidf-12labels 0.37 0.80 0.81 0.88
Ensb-6classifiers-mv 0.37 0.83 0.81 0.90
Ensb-3classifiers-4labels-prob 0.35 0.82 0.80 0.89
Ensb-3classifiers-12labels-prob 0.42 0.85 0.85 0.91

Table 3: Results for the test set. The filter decides whether the

label of a forum post is green or not (non-green vs. green).

remaining two systems, Ensb-3classifiers-4labels-
prob and Ensb-3classifiers-12labels-prob, use the
sum of label probabilities estimated from individ-
ual classifiers to select the most probable label. The
main difference between the two systems is the esti-
mation of probability scores in different level of la-
bel granularities (CG labels vs. FG labels).

4 Experimental Results

In this section, we present two evaluation results: the
cross-validation results and the final test results. We
performed 5-fold cross-validation on the training set
(947 labelled posts). We also report the shared task
evaluation scores for the five systems on the test set
of 214 posts. These are shown in Table 2 where
scores are computed for three labels: Amber, Red
and Crisis (but not Green), since this is the official
evaluation metric in the shared task.

We observe that two of the ensemble sys-
tems (Ensb-6classifiers-mv and Ensb-3classifiers-
12labels-prob) show higher F1-scores than the oth-
ers in the cross-validation experiments. In partic-
ular, Ensb-3classifiers-12labels-prob performs best
both in the cross-validation experiment (0.37) and
the main competition (0.42).

Somewhat surprisingly, the first system, Post-
tfidf-4labels, gave us an F1-score of 0.39 on the
test data, while its F1-score was the lowest in the
cross-validation experiment. This result indicates
that good performance is possible on the test dataset
using a “textbook” TF-IDF classifier but further in-
vestigation is required to understand why the official
test result differs from our cross-validation result.

Table 3 shows the superior performance of the
Ensb-3classifiers-12labels-prob, with respect to the
other systems in terms of F1 and accuracy. It
achieved the highest accuracy (0.85) for the three la-
bels. Furthermore, it is a robust system for identify-
ing the non-concerning label, Green.

It is interesting to see that the F1-score was im-

P R F1
Ensb-3classifiers-4labels-prob Amber 0.60 0.57 0.59

Red 0.69 0.33 0.45
Crisis 0.00 0.00 0.00

Ensb-3classifiers-12labels-prob Amber 0.71 0.53 0.61
Red 0.68 0.63 0.65

Crisis 0.00 0.00 0.00

Table 4: Comparison results on the test dataset in terms of pre-

cision, recall and F1.

proved by performing the hard classification task of
12 labels compared to 4-label classification. We
compare the performance of the Ensb-3classifiers-
4labels-prob and Ensb-3classifiers-12labels-prob
systems on the test data per label, as shown in
Table 4 to shed light on why the 12-labelling
system has superior performance. Both systems
were unable to detect any Crisis-labelled posts.
A notable difference between the two systems is
that the Ensb-3classifiers-12labels-prob system pro-
duces significantly higher recall (0.63) than the
Ensb-3classifiers-4labels-prob system (0.33). In ad-
dition, the Ensb-3classifiers-12labels-prob system
has a higher precision for finding Amber posts.
These results consequently led to overall better F1 as
shown in Table 3, and suggest that identifying Green
and Amber posts for a user-in-the-loop scenario may
be one way to help moderators save time in triaging
posts.

5 Conclusion

We applied single and ensemble classifiers to the
task of classifying online forum posts based on the
likelihood of a mental health professional being re-
quired to intervene in the discussion. We achieved
an F1-score of 0.42 with a system that combined
post and sentence-level classifications through prob-
ability scores to produce FG labels. This was the
best score obtained by any submitted system in the
2016 shared task. The experimental results suggest
that identifying Green and Amber posts for a user-
in-the-loop scenario may be one way to help moder-
ators save time in triaging posts.
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Abstract

We present our approach to predicting the
severity of user posts in a mental health forum.
This system was developed to compete in the
2016 Computational Linguistics and Clinical
Psychology (CLPsych) Shared Task. Our en-
try employs a meta-classifier which uses a set
of of base classifiers constructed from lexi-
cal, syntactic and metadata features. These
classifiers were generated for both the target
posts as well as their contexts, which included
both preceding and subsequent posts. The out-
put from these classifiers was used to train a
meta-classifier, which outperformed all indi-
vidual classifiers as well as an ensemble clas-
sifier. This meta-classifier was then extended
to a Random Forest of meta-classifiers, yield-
ing further improvements in classification ac-
curacy. We achieved competitive results, rank-
ing first among a total of 60 submitted entries
in the competition.

1 Introduction

Computational methods have been widely used to
extract and/or predict a number of phenomena in text
documents. It has been shown that algorithms are
able to learn a wide range of information about the
authors of texts as well. This includes, for exam-
ple, the author’s native language (Gebre et al., 2013;
Malmasi and Dras, 2015a), age and gender (Nguyen
et al., 2013), and even economic conditions such as
income (Preoţiuc-Pietro et al., 2015). These tasks
are often considered to be a part of a broader nat-
ural language processing task known as authorship
profiling (Rangel et al., 2013).

More recently, such approaches have been ap-
plied to investigating psychological factors associ-
ated with the author of a text. For practical purposes
most of the applications that deal with clinical psy-
chology use social media data such as Twitter, Face-
book, and online forums (Coppersmith et al., 2014).
Examples of health and psychological conditions
studied using texts and social media are: suicide risk
(Thompson et al., 2014), depression (Schwartz et al.,
2014), autism (Tanaka et al., 2014; Rouhizadeh et
al., 2015), and schizophrenia (Mitchell et al., 2015).

In this paper we propose an approach to predict
the severity of posts in a mental health online forum.
Posts were classified into for levels of severity (or ur-
gency) represented by the labels green, amber, red,
and crisis according to indication of risky or harm-
ful behavior by users (e.g. self-harm, suicide, etc.).
This kind of classification task serves to provide au-
tomatic triage of user posts in order to help modera-
tors of forums and related online communities to re-
spond to urgent posts. Our approach competed in the
CLPsych 2016 shared task and achieved the highest
accuracy among submitted systems.

2 Task and Data

The dataset of the CLPsych shared task was com-
piled from the ReachOut.com1 forums. Rea-
chOut.com is an online youth mental health ser-
vice that provides information, tools and support to
young people aged 14-25.

The corpus consists of a total 65,024 posts for-
matted in XML and including metadata (e.g. time
stamp, thread, post id, user id, etc.). Each post in

1http://au.reachout.com/
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the labeled sets was manually annotated with a label
representing how urgent a post should be handled by
one of the ReachOut.com moderators.

Data Sets Posts
Labeled Train 977
Labeled Test 250
Unlabeled 63,797
Total 65,024

Table 1: CLPsych Corpus Divided by Data Set

According to the shared task organizers, these labels
were attributed according to the following criteria:

• Green: a moderator does not need to prioritize
addressing this post.

• Amber: a moderator needs to look at this and
assess if there are enough responses and sup-
port from others or if they should reply.

• Red: a moderator needs to look at this as soon
as possible and take action.

• Crisis: the author (or someone they know)
might hurt themselves or others (a red instance
that is of urgent importance).

Participating systems should be trained to predict
these labels, with evaluation on the test set.

3 Feature Extraction

We used three categories of features: lexical, syntac-
tic, and metadata features. These features and our
preprocessing method are outlined here.

3.1 Preprocessing

The following preprocessing was performed on the
texts: HTML removal was performed, with links and
anchor text being preserved. Smileys and emoticons
were converted to text tags, e.g. #SmileySad and
#SmileyHappy. Quotes from previous posts (e.g. the
one being replied to) were also removed so as not to
mix features from distinct messages.2

2This was facilitated by the fact that such quotations were
labeled as such using the HTML blockquote tag.

3.2 Lexical Features
We represent words in the texts using different fea-
tures based on characters, word forms and lemmas.
We summarize the lexical features used in our sys-
tem as follows:

• Character n-grams: we extracted n-grams of
order 2–8.

• Word n-grams: words were represented as 1–
3 grams.

• Word skip-grams: To capture the longer dis-
tance dependencies not covered by word n-
grams we also used word skip-grams as de-
scribed in Guthrie et al. (2006). We extract 1, 2
and 3-skip word bigrams.

• Lemma n-grams: we used a lemmatized ver-
sion of the texts and extract lemma n-grams of
order 1–3.

• Word Representations: To increase the gen-
eralizability of our models we used word repre-
sentation features based on Brown clustering as
a form of semi-supervised learning. This was
done using the method described by Malmasi
et al. (2015a). We used the clusters generated
by Owoputi et al. (2013). They collected From
56 million English tweets (837 million tokens)
and used it to generate 1,000 hierarchical clus-
ters over 217 thousand words.

3.3 Syntactic Features
We used a set of (morpho-)syntactic features
for deeper linguistic analysis, using the Stanford
CoreNLP system for extracting these. The intuition
is that structural or syntactic patterns present in posts
might reveal relevant information regarding the psy-
chological condition of writers.

• Part-of-Speech (POS) n-grams: these fea-
tures rely on POS annotation and they are used
to represent morphosyntactic patterns. We use
POS tags modeled as 1–3 grams.

• Dependencies: we use dependency relations
between constituents of sentences as features.
They provide good indication of syntactic pat-
terns in the data.
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Figure 1: An illustration of a meta-classifier architecture. Image reproduced from Polikar (2006).

• Production Rules: similar to dependency re-
lations, production rules capture the overall
structure of grammatical constructions.

3.4 Metadata and Other Features
Finally, the third type of features used in our sys-
tem relies on metadata. We used two feature groups
taking advantage of the information present in the
corpus about the forum itself and the user.

• Board ID: The forum is divided into individual
boards according to topic. The ID of the board
to which a post belongs is used as a feature.

• User details: The user information of a post’s
author, including the number of posts and affil-
iation status were used as features. This helps
with the correct classification of messages from
moderators and veteran users.

• Subject: The subjects of the postings were
too short and unvaried for training a classifier.
Instead, we applied the LIWC lexicon (Pen-
nebaker et al., 2015) as a proxy measure of
the subject’s sentiment. These lexicon features
were used to train a classifier.

3.5 Feature Contexts
Our features were extracted from several contexts,
including the post itself in isolation, the last 1-2 re-
cent posts by the author, the last 2-5 recent posts

in the thread and the next 1-2 posts by the author
(where available).

4 Methodology and Systems

We employed a meta-classifier for our entry, also re-
ferred to as classifier stacking. A meta-classifier ar-
chitecture is generally composed of an ensemble of
base classifiers that each make predictions for all of
the input data. Their individual predictions, along
with the gold labels are used to train a second-level
meta-classifier that learns to predict the label for an
input, given the decisions of the individual classi-
fiers. This setup is illustrated in Figure 1. This
meta-classifier attempts to learn from the collec-
tive knowledge represented by the ensemble of local
classifiers. The first step in such an architecture is
to create the set of base classifiers that form the first
layer. We describe this process below.

4.1 Ensemble Construction
Our ensemble was created using linear Support Vec-
tor Machine classifiers.3 We used the features listed
in Section 3 to create our ensemble of classifiers. A
single classifier was trained for each feature type and
context, resulting in an ensemble of over 100 classi-
fiers. Each classifier predicts every input and assigns
a continuous output to each of the possible labels.

3Linear SVMs have proven effective in many text classifi-
cation tasks (Malmasi and Dras, 2014; Malmasi et al., 2015b;
Malmasi and Dras, 2015b).
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Run Official Accuracy F-score Accuracy Rank
Score (NG vs. G) (NG vs. G)

Run 1 0.37 0.80 0.83 0.89 11th

Run 2 0.38 0.80 0.83 0.89 9th

Run 3 0.42 0.83 0.87 0.91 1st

Run 4 0.42 0.84 0.87 0.91 1st

Run 5 0.40 0.82 0.85 0.90 6th

Table 2: Official CLPsych scores. Best results in bold. Rankings are out of the 60 systems submitted.

Classifiers ensembles have proven to be an effi-
cient and robust alternative in other text classifica-
tion tasks such as language identification (Malmasi
and Dras, 2015a), grammatical error detection (Xi-
ang et al., 2015), and complex word identification
(Malmasi et al., 2016).

4.2 Meta-classifier

For our meta-classifier, We experimented with three
algorithms: Random Forests of decision trees, a lin-
ear SVM just like our base classifiers and a Radial
Basis Function (RBF) kernel SVM. The inputs to the
meta-classifier are the continuous outputs from each
base SVM classifier in our ensemble, along with the
original gold label. For the Random Forest classi-
fiers, the final label is selected through a plurality
voting process across all decision trees in the forest.

All were found to perform well, but the lin-
ear SVM was was outperformed by its RBF-kernel
counterpart. This could be because the RBF-kernel
SVM is more suitable for data with a smaller number
of features such as here and can provide non-linear
decision boundaries. Accordingly, we did not use
the linear SVM for our entry due to the 5 run limit.

4.3 Systems

Using the methods described so far, we created five
different systems for the CLPsych shared task:

• System 1: Our first system used the RBF-
kernel SVM meta-classifier.

• Systems 2–5: The other four systems were
based on Random Forests. This is because we
noted some performance variation between dif-
ferent Random Forest classifiers, likely due to
the randomness inherent to the algorithm.

5 Results

Submissions were evaluated on the unlabeled test
set. The official evaluation metric is the F-score over
all non-green labels. The results obtained by our 5
systems are shown in in Table 2. We report the offi-
cial score by the organizers and the ranking among
all submitted systems. According to the the organiz-
ers a total of 60 runs were submitted.

The meta-classifier approach proved to be robust
and appropriate for this task. We observed that all
five runs submitted were ranked in the top half of
the table (four of them in the top 10). Systems 3 and
4 were ranked first according to the official score,
achieving 84% accuracy for all four classes and 91%
accuracy in discriminating between green and non-
green posts.

The Random Forest meta-classifiers all outper-
formed their SVM counterpart. The differences in
results among the four different Random Forest clas-
sifiers highlights the randomness that is inherent to
their training.

6 Conclusion and Future Work

We presented an approach to predict severity of
posts in a mental health forum. We proposed the
use of a meta-classifier and three types of features
based on words, syntax, and metadata presented in
Section 3. We submitted five runs to the CLPsych
shared task and all of them were ranked in the top
half of the table. Our best system achieved 84%
accuracy for all four classes and 91% accuracy in
discriminating between green and non-green posts.
Our approach was ranked first in the shared task.
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Abstract

The ReachOut clinical psychology shared task
challenge addresses the problem of provid-
ing an automatic triage for posts to a sup-
port forum for people with a history of men-
tal health issues. Posts are classified into
green, amber, red and crisis. The
non-green categories correspond to increasing
levels of urgency for some form of interven-
tion. The Thomson Reuters submissions arose
from an idea about self-training and ensem-
ble learning. The available labeled training
set is small (947 examples) and the class dis-
tribution unbalanced. It was therefore hoped
to develop a method that would make use of
the larger dataset of unlabeled posts provided
by the organisers. This did not work, but the
performance of a radial basis function SVM
intended as a baseline was relatively good.
Therefore, the report focuses on the latter,
aiming to understand the reasons for its per-
formance.

1 Introduction

The ReachOut clinical psychology shared task chal-
lenge addresses the problem of providing an auto-
matic triage for posts to a support forum for people
with a history of mental health issues. Posts are clas-
sified into green,amber,red and crisis. The
non-green categories correspond to increasing levels
of urgency for some form of intervention, and can be
regarded as positive. Green means “all clear”, no
need for intervention. Table 1 includes manually-
created examples of posts from each class.1

1These are made-up examples, for reasons of patient confi-
dentiality. They are also much shorter than typical posts.

Class Example

green sitting in my armchair listening to the birds
amber Not over that old friendship.
red What’s the point of talking to anyone?
crisis Life is pointless. Should call psych.

Table 1: Examples of possible posts

The entry from Thomson Reuters was planned to
be a system in which an ensemble of base classi-
fiers is followed by a final system combination step
in order to provide a final answer. But this did not
pan out, so we report results on a baseline classi-
fier. All of the machine learning was done using
scikit-learn (Pedregosa et al., 2011). The first
step, shared between all runs, was to split the la-
beled data into a training partition of 625 examples
(Train) and two development sets (Dev_test1
and Dev_test2) of 161 examples each. There
were two development sets only because of the plan
to do system combination. This turns out to have
been fortunate. All data sets were first transformed
into Pandas (McKinney, 2010) data-frames for
convenient onward processing. When the test set be-
came available, it was similarly transformed into the
test data-frame (Test).

The first submitted run was an RBF SVM, in-
tended as a strong baseline. This run achieved a bet-
ter score than any of the more elaborate approaches,
and, together with subsequent analysis, sheds some
light on the nature of the task and the evaluation met-
rics used.
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2 An RBF-based SVM

This first run used the standard
scikit-learn (Pedregosa et al., 2011)
SVM2, with a radial basis function kernel.
scikit-learn provides a grid search function
that uses stratified cross-validation to tune the
classifier parameters.

The RBF kernel is:

K(x, x′) = e−γ||x−x
′||2

where γ = 1
2σ2 and the objective function is:

min
1
2
||w||2 + C

∑
i

ξi

where ||w||2 is the `2-norm of the separating hyper-
plane and ξi is an indicator variable that is 1 when
the ith point is misclassified. The C parameter af-
fects the tradeoff between training error and model
complexity. A small C tends to produce a simpler
model, at the expense of possibly underfitting, while
a large one tends to fit all training data points, at
the expense of possibly overfitting. The approach
to multi-class classification is the “one versus one”
method used in (Knerr et al., 1990). Under this ap-
proach, a binary classifier is trained for each pair of
classes. The winning classifier is determined by vot-
ing.

2.1 Features
The features used were:

• single words and 2-grams weighted with scikit-
learn’s TFIDF vectorizer,using a vocabulary
size limit ( |V | ) explored by grid search. The
last example post would, inter alia, have a fea-
ture for ‘pointless’ and another for ‘call psych’

• a feature representing the author type pro-
vided by ReachOut’s metadata. This indicates
whether the poster is a ReachOut staff member,
an invited visitor, a frequent poster, or one of a
number of other similar categories.

• a feature providing the kudos that users had as-
signed to the post. This is a natural number
reflecting the number of ‘likes’ a post has at-
tracted.

2A Python wrapper for LIBSVM (Chang and Lin, 2011)

Counts
dev test1 dev test2 test train

green 92 95 166 362
amber 47 38 47 164
red 14 23 27 73
crisis 8 5 1 26

Percentages
dev test1 dev test2 test train

green 57.14% 59.00% 68.88% 57.92%
amber 29.19% 23.60% 19.50% 26.24%
red 8.69% 14.29% 11.20% 11.68%
crisis 4.97% 3.11% 0.41% 4.16%

Table 2: Class distribution for training, development and test

sets.

• a feature indicating whether the post being con-
sidered was the first in its thread. This is de-
rived from the thread IDs and post IDs in each
post.

2.2 Datasets, class distributions and evaluation
metrics

Class distributions We have four datasets: the
two sets of development data, the main training set
and the official test set distributed by the organis-
ers. Table 2 shows the class distributions for the
three evaluation sets and the training set are differ-
ent. In particular, the final test set used for official
scoring has only one instance of the crisis cate-
gory, when one might expect around ten. Of course,
none of the teams knew this at submission time. The
class distributions are always imbalanced, but it is a
surprise to see the extreme imbalance in the final test
set.

Evaluation metrics The main evaluation metric
used for the competition is a macro-averaged F1-
score restricted to amber, red and crisis. This
is very sensitive to the unbalanced class distribu-
tions, since it weights all three positive classes
equally. A classifier that correctly hits the one
positive example for crisis will achieve a large
gain in score relative to one that does not. Micro-
averaged F1, which simply counts true positives,
false positives and false negatives over all the pos-
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itive classes, might have proven a more stable tar-
get. An alternative is the multi-class Matthews cor-
relation coefficient (Gorodkin, 2004). Or, since
the labels are really ordinal, similar to a Likert
scale, quadratic weighted kappa (Vaughn and Jus-
tice, 2015) could be used.

2.3 Grid search with unbalanced, small
datasets

Class weights Preliminary explorations revealed
that the classifier was producing results that over-
represented the ’green’ category. To rectify this,
the grid search was re-done using a non-uniform
class weight vector of 1 for ’green’ and 20 for ’cri-
sis’,’red’ and ’amber’. The effect of this was to
increase by a factor of 20 the effective classifica-
tion penalty for the three positive classes. The grid
search used for the final submission set γ=0.01,
C at 15 logarithmically spaced locations between
1 and 1000 inclusive, all vocabulary size limits in
{10, 30, 100, 300, 1000, 3000, 10000} and assumed
that author type, kudos and first in thread were al-
ways relevant and should always be used. The scor-
ing metric used for this grid search was mean accu-
racy. The optimal parameters for this setting were
estimated to be: C=51.79, |V |=3000.

The role of luck in feature selection This classi-
fier is perfect on the training set, suggesting overfit-
ting (see section 4 for a deeper dive into this point).
Classification reports for the two development sets
are shown in table 3. After submission a more com-
plete grid search was conducted allowing for the
possibility of excluding the author type, kudos and
first in thread features. All but kudos were excluded.
Comparing using Dev_test1 the second classifier
would have been chosen, but using Dev_test2 we
would have chosen the original. The major reason
for this difference is that the second classifier hap-
pened to correctly classify one of the 8 examples
for crisis in Dev_test1, but missed all the five
examples of that class in Dev_test2. In fact, on
the actual test set, the first classifier is better. The
choice to tune on Dev_test1 was arbitrary, and
fortunate. The choice not to consider turning off the
metadata features was a pure accident. Tuning via
grid search is challenging in the face of small train-
ing sets and unbalanced class distributions, and in

Dev test1
class precision recall f1-score support
green 0.88 0.93 0.91 92
amber 0.73 0.64 0.68 47
red 0.29 0.43 0.34 14
crisis 1.00 0.12 0.22 8

Dev test2
class precision recall f1-score support
green 0.81 0.95 0.87 95
amber 0.59 0.50 0.54 38
red 0.53 0.39 0.45 23
crisis 0.00 0.00 0.00 5

Table 3: Classification reports for Dev test1 and

Dev test2.

Test (using class weights)
class precision recall f1-score support
green 0.93 0.84 0.88 166
amber 0.51 0.74 0.61 47
red 0.73 0.59 0.65 27
crisis 0.00 0.00 0.00 1

Test (no class weights)
class precision recall f1-score support
green 0.89 0.94 0.91 166
amber 0.58 0.64 0.61 47
red 0.71 0.37 0.49 27
crisis 0.00 0.00 0.00 1

Table 4: Classification reports for Test with and without class

weights.

this case would have led the classifier astray.
Once optimal parameters had been selected, the

classifier was re-trained using on the concatena-
tion of Train, Dev_test1 and Dev_test2, and
predictions were generated for Test.

3 Results on official test set

Table 4 contains classification reports for the class-
weighted version that was submitted and a non-
weighted version that was prepared after submis-
sion. The source of the improved official score
achieved by the class-weighted version is a larger
F-score on the red category, at the expense of a
smaller score on the green category, which is not
one of the positive categories averaged in the official
scoring metric.
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Figure 1: Learning curve (macro F1) (left) and number of sup-

port vectors (right)

4 Analysis

The left axis of figure 1 shows how the perfor-
mance changes as a function of the number of ex-
amples used. This graph uses the parameter set-
tings and class weights from the main submission
(i.e |V |=3000, C=51.79, γ=0.01). The lower curve
(green) shows the mean and standard deviation of
the official score for test sets selected by cross-
validation. The upper curve (red) shows perfor-
mance on the (cross-validated) training set, which
is always at ceiling. The right axis corresponds to
the blue curve in the middle of figure 1 and indi-
cates the number of support vectors used for various
sizes of training set. Almost every added example
is being catered for by a new support vector, sug-
gesting overfitting. There is just a little generalisa-
tion for the green class, almost none for the others.
Figure 2 shows the variation in macro-F1 withC and
γ. The scoring function for grid search is the official
macro-averaged F1 restricted to non-green classes,
in contrast to the average accuracy used elsewhere.
The optimal value selected by this cross-validation
is C=64 and γ=0.0085. This is roughly the same
as C=51.79, γ=0.01 chosen by cross-validation on
average accuracy.

5 Discussion

The ReachOut challenge is evidently a difficult
problem. The combination of class imbalance and
an official evaluation metric that is very sensitive
to performance on sparsely inhabited classes means
that the overall results are likely to be unstable.

It is not obvious what metric is the best fit for the
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and C (with |V |=3000)

therapeutic application, because the costs of mis-
classification, while clearly non-uniform, are diffi-
cult to estimate, and the rare classes are intuitively
important. It would take a detailed clinical outcome
study to determine exactly what the tradeoffs are be-
tween false positives, false negatives and misclassi-
fications within the positive classes.

The labeled data set, while of decent size, and rep-
resentative of what can reasonably be done by anno-
tators in a small amount of time, is not so large that
the SVM-based approach, with the features used,
has reached its potential. The use of the class weight
vector does appear to be helpful in improving the of-
ficial score by trading off performance on the red
label against a small loss of performance on the
green label.

Acknowledgments

Thanks to Tim Nugent for advice on understanding
and visualizing SVM performance, and to Jochen
Leidner and Khalid-Al-Kofahi for providing re-
sources, support and encouragement. Thanks to all
members of the London team for feedback and writ-
ing help.

141



References
Chih-Chung Chang and Chih-Jen Lin. 2011. LIBSVM:

A library for support vector machines. ACM Transac-
tions on Intelligent Systems and Technology, 2:27:1–
27:27. Software available at http://www.csie.
ntu.edu.tw/˜cjlin/libsvm.

J. Gorodkin. 2004. Comparing two K-category assign-
ments by a K-category correlation coefficient. Com-
putational Biology and Chemistry, 28:367374.
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Abstract
Online mental health forums provide users
with an anonymous support platform that is fa-
cilitated by moderators responsible for finding
and addressing critical posts, especially those
related to self-harm. Given the seriousness
of these posts, it is important that the mod-
erators are able to locate these critical posts
quickly in order to respond with timely sup-
port. We approached the task of automatically
triaging forum posts as a multiclass classifi-
cation problem. Our model uses a supervised
classifier with various features including lexi-
cal, psycholinguistic, and topic modeling fea-
tures. On a dataset of mental forum posts from
ReachOut.com1, our approach identified criti-
cal cases with a F-score of over 80%, showing
the effectiveness of the model. Among 16 par-
ticipating teams and 60 total runs, our best run
achieved macro-average F1-score of 41% for
the critical categories (The best score among
all the runs was 42%).

1 Introduction

Social media such as Twitter, Facebook, Tumblr
and online forums provide a platform for people
seeking social support around various psychologi-
cal and health problems. Analysis of social me-
dia posts can reveal different characteristics about
the user, including their health and well-being (Paul
and Dredze, 2011). Information exchange through
social media concerning various health challenges
has been extensively studied (Aramaki et al., 2011;
Lampos and Cristianini, 2012; Yates et al., 2014;
De Choudhury and De, 2014; Parker et al., 2015;
Yates et al., 2016). Prior research has also stud-
ied social media to analyze and characterize mental
health problems. Coppersmith et al. (2014) provided
quantifiable linguistic information about signals of
mental disorders in Twitter. Schwartz et al. (2014)

1http://forums.au.reachout.com/

analyzed Facebook status updates to build a model
for predicting the degree of depression among users.
Topic modeling approaches have been also investi-
gated in automatic identification of depression from
social media (Resnik et al., 2015).

Apart from prior work in general linguistic analy-
sis for identifying mental disorders, there have been
some efforts to investigate self-harm communica-
tions in social media (Won et al., 2013; Jashinsky et
al., 2014; Thompson et al., 2014; Gunn and Lester,
2015; Sueki, 2015). In these works, large scale anal-
ysis of Twitter posts have been performed to iden-
tify correlations of self-harm language with actual
suicide rates. On the individual level, Burnap et al.
(2015) used an ensemble classification approach to
classify tweets into suicide related topics such as
reporting of suicide, memorial and social support.
De Choudhury et al. (2016) analyzed a collection
of posts from Reddit to characterize the language
of suicide related posts and to predict shifts from
discussion of mental health content to expression of
suicidal ideation.

Compared to Twitter and Facebook which are
general purpose social platforms, online mental
health forums are virtual communities that are more
focused on mental health issues. In these forums,
users provide help and support for one another along
with forum moderators. An example of such forums
is ReachOut.com, which is an online youth mental
health service providing information, tools and sup-
port to young people aged 14-25. Similar to many
other mental health support forums, ReachOut.com
provides methods for communicating anonymously
about mental issues and seeking help and guidance
from trained moderators. There are sometimes posts
that indicate signs of self-harm. These posts need
to be prioritized and attended to by the moderators
as soon as possible to prevent potential harm to the
at-risk user.

We propose an approach to identify forum posts
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indicating signs of self-harm; furthermore, we focus
on triaging the posts based on the criticality of the
content. We approach this task as a multiclass clas-
sification problem. We utilize a regularized logistic
regression classifier with various sets of features ex-
tracted from the post and its context in the thread.
The features include lexical, psycholinguistic and
topic modeling features. In CLPsych 2016 shared
task, among 60 total submitted runs by all partici-
pants, our approach achieved above median results
for all of our submitted runs which shows the effec-
tiveness of our approach. Furthermore, our best run
achieved the F-1 score of 0.41 for critical categories
while the best score over all the runs were 0.42.

2 Identifying self-harm posts
We identify mental health forum posts that indicate
signs of self-harm and also triage these posts. The
posts showing no ideation of harm are labeled as
green, while the other posts are labeled as amber,
red, and crisis based on their criticality. We ap-
proach this task as a multiclass classification prob-
lem. We extract lexical, contextual, psycholinguistic
and topic modeling features to train the classifier.

2.1 Features
Lexical features We examine several lexical fea-
tures for indications of the user’s mental health.
The Linguistic Inquiry Word Count (LIWC) (Pen-
nebaker et al., 2015) is a psycholinguistic lexicon
that quantifies the mental state of an individual in
terms of attributes. As it contains close to 100
attributes, we experiment with different subsets to
identify the most relevant measures. We identify the
affective attributes subset of LIWC as the most help-
ful features, which include positive emotion, nega-
tive emotion, anxiety, anger, sadness, and swear.

To further quantify the emotions associated with
a forum post, we use DepecheMood (Staiano and
Guerini, 2014), which is a lexicon of 37k entries. In
this lexicon, each expressions is assigned a relevance
probability to each of the following 8 dimensions of
emotions: fear, amusement, anger, annoy, apathy,
happiness, inspiration and sadness. The final emo-
tion distribution of each post is computed by sum of
the probabilities for individual terms in the post di-
vided by the total number of terms in the post. In
addtion to the probabilities associated with each of

the emotions, we also consider the dominant emo-
tion as a separate feature. To distinguish between
the subjective and objective forum posts, we utilize
the MPQA subjectivity lexicon (Wilson et al., 2005).
Each term in the lexicon has a prior polarity value of
“positive”, “negative”, or “neutral”. We assign +1 to
positive, -1 to negative, and 0 to neutral. The final
subjectivity feature of a post is the sum of all indi-
vidual subjectivity values divided by the total num-
ber of terms in the post.

Inspection of the forum posts reveals that in many
cases the critical posts consist of a lengthy post body
which does not indicate any signals of self-harm.
However, the author changes the tone eventually and
ends the posts with a sentence that indicates signs
of potential self-harm. Therefore, to also account
for the final mental state of the user, we consider
features extracted from the last sentence separately.
Specifically, we extract subjectivity and LIWC af-
fective features of the last sentence. To account for
variations of the mental state of the user throughout
the post, we also consider the variance of sentence
level emotions as a separate feature.
Contextual Features During analysis, it became
evident that to understand some of the posts com-
pletely, one needs to also consider the rest of con-
versation in the corresponding thread. Thus, we
also extracted features that would provide context
for the post. We consider the author’s prior posts
in the thread, as well as the surrounding (previous
and next) posts by other users. We also considered
the subject of the thread as a separate feature.
Textual Statistics We examine two types of tex-
tual statistics for each post. We categorize each
thread based on the number of posts (n) in the
thread: n≤5, 5<n≤10, 10<n≤20, 20<n≤50,
50<n. We also consider the frequency of certain
seed words within the post that would signal the
most serious posts. The seed word list contain “want
to die”, “harm[ing] myself”, and “suicid[e/al]”.
Topic modeling Topic modeling has been previ-
ously shown to be effective for identification of men-
tal health problems (Resnik et al., 2015). Therefore,
we utilize topic models for mapping each post to a
set of predefined number of topics. We use LDA to
extract the topics associated with each post. We infer
the topics by training the LDA model on the entire
ReachOut forum dataset.
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Run Features Boost

1 body, author’s posts, subject, emotion, thread length,
LIWC (affective, female) , and seed terms. C +.2

2 body, author’s posts, emotion, thread length,
LIWC (affective, female, negate), and seed terms

C +.3
R +.2
A +.1

3 body, author’s posts, emotion, thread length, LIWC
(affective, female, negate), seed terms, and last sentence

C +.3
R +.2

Table 1: The feature sets for each of the runs and the
boosting values of Crisis (C), Red (R) and Amber (A)
categories.

2.2 Classification
We experimented with several classification algo-
rithms including SVMs with linear and rbf kernels,
Random Forests, Adaboost and Logistic Regression.
We also experimented with ensemble of these clas-
sifiers. Logistic regression with L1 regularization
provided the best results based on 4 fold cross vali-
dation on the training set. We noticed that the classi-
fier’s recall for critical categories was quite low es-
pecially in cases of “crisis”. This is expected given
the low number of training posts in the critical cat-
egories. To improve the recall, we boost the predic-
tion probabilities of the classifier for the critical cat-
egories by a constant value. We conducted a full grid
search on the boosting values for each categories and
based on the results on the training set, we selected
two of the boosting settings for the final runs.

3 Experimental setup

The data provided by the CLPsych 2016 Shared
Task consists of forum posts from Reachout.com, a
mental health forum for individuals between 14-25
years old. The data contains 1,188 annotated posts
with triage labels. 947 of these posts were provided
for training, while 241 posts were withheld for test-
ing. The class breakdown of the 947 training labeled
posts is 39 crisis, 110 red, 249 amber, and 549 green.

The official evaluation metric for the shared task
is macro-averages of F1-scores for the crisis, red,
and amber categories. We also report macro-average
of F1-scores and accuracy for the non-green versus
the green class labels. We use stratified 4-fold cross-
validation on the training dataset of 947 posts. The
baseline is a classifier with unigram bag-of-words
features from the body of the posts.

4 Results and discussion

We evaluated different settings of features and clas-
sifiers discussed in Section 2; we then selected the

Macro
Average

NG NG vs. G
F1 Acc F1 Acc

Run 1 0.38 0.78 0.82 0.88
Run 2 0.33 0.75 0.80 0.86
Run 3 0.41 0.80 0.81 0.81

Table 2: Official results of the submitted runs on the test
set. NG: Non-Green, G: Green, F1: F1-Score, Acc: Ac-
curacy

Run Crisis(1) Red(27) Amber(47) AvgP R F1 P R F1 P R F1
1 0 0 0 62.50 55.56 58.82 50.00 63.83 56.07 38.30
2 0 0 0 50.00 51.85 50.91 45.45 53.19 49.02 33.31
3 0 0 0 59.26 59.26 59.26 58.93 70.21 64.08 41.11

Table 3: Breakdown of Precision (P), Recall (R) and F1-
Score (F1) on test set by category. The number in front
of each category shows the number of gold occurrences
in each category.

settings that resulted in the best non-green macro-
average F1-score as our final submitted runs (Table
1). The official results of our submitted runs are
presented in Table 2. The breakdown of the results
by category is presented in Table 3. Our third run
achieved the highest results with 0.41 non-green av-
erage F-score (The best performance among all par-
ticipants was 0.42). We were not able to identify the
only instance of the crisis category correctly, hence
the F-score of 0 for crisis. The detailed results of
each run on the training set based on 4-fold stratified
cross-validation is shown in Table 4 and the break-
down by category is illustrated in Table 5. Interest-
ingly, while the three of the runs show comparable
results on the training set (above 47%), on the test
set, variation is larger. The third run, which added
the context of the last sentence of the post, had the
highest performance. Contrary to our expectations,
the second run, which had performed the best with
the training dataset showed the lowest performance
with the unseen test data. This could be due to the
drift caused by boosting the amber category, as also
reflected in lower F-score in this category.

4.1 Feature analysis
Table 6 displays the impact of various extracted fea-
tures compared with the baseline model. Overall,
most of the features had a positive impact on the
model’s performance. The features whose addition
resulted in the highest score increase are the contex-
tual features of all the author’s posts in the thread,
posts not by the author in the thread, and the af-
fective attributes and polarity of the last sentence of
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NG NG vs. G
F1 Acc F1 Acc

Baseline 36.71 86.67 75.21 81.62
Run 1 47.47 89.02 85.30 88.17
Run 2 47.67 88.38 86.12 88.60
Run 3 47.12 88.21 85.60 88.28

Table 4: Results on the training set (stratified 4-fold
cross-validation). NG: Non-Green, G: Green. F1: F1-
Score, Acc: Accuracy

Crisis Red Amber
P R F1 P R F1 P R F1

Baseline 53.85 17.95 26.92 37.31 22.73 28.25 58.04 52.21 54.97
Run 1 33.33 20.53 25.40 52.00 47.27 49.52 68.75 66.27 67.48
Run 2 32.26 25.64 28.57 45.45 50.00 47.62 70.04 63.86 66.81
Run 3 30.30 25.64 27.78 47.06 50.91 48.91 68.78 61.04 64.68

Table 5: Results breakdown by category (training set).

the post. The linguistic features and textual statistics
both improved and detracted from the performance
of the classifier.

Once examining the effects of features individ-
ually, we experimented with feature combinations.
Table 7 displays the building steps of our highest
performing models. Feature combinations that did
not result in improvements are not displayed due
to space limitation. We observe that adding help-
ful features generally improves the results. Interest-
ingly, while thread length alone with body decreased
the non-green F1 score, when used in combination
with the LIWC affective attributes, the performance
improved.

Error analysis revealed that many of false nega-
tives in critical cases include longer posts having a
general positive/neutral tone. In such posts, when
there is a small section indicating self-harm, the post
becomes critical. However, when considering fea-
tures from the entire post, the effect of that small
section fades away. We tried to tackle this problem
by considering affective sentence level features and
expanding seed words, but it did not result in im-
provements. Limited training data in the critical cat-
egories hinders learning the optimal decision bound-
ary in a high-dimensional feature space. This can be
observed by looking at the performance breakdown
by category (Table 5). We observe that the F-score
for the crisis category is the lowest (∼ 28%), then
the red category (∼ 48%) and finally the amber cat-
egory (∼ 67%). This trend among the categories is
in line with the number of training examples in each
category (39 crisis, 110 red and 249 amber). Since
the number of features are relatively large, small

Macro Average NG NG v. G
F1 Acc F1 Acc

Body (Baseline) 36.71 86.67 75.21 81.62
Body+all LIWC 33.23 86.20 78.34 82.89
Body+thread length 34.19 86.39 75.57 81.84
Body+subject 36.47 86.94 77.57 83.21
Body+subjectivity 36.56 86.55 76.19 82.05
Body+LIWC female 36.84 86.62 75.00 81.41
Body+affective 36.88 86.52 76.71 82.37
Body+LIWC negate 37.19 86.73 75.81 81.94
Body+emotion 37.01 86.69 74.79 81.20
Body+time 37.04 86.66 75.61 81.94
Body+seeds 37.07 86.73 75.61 81.94
Body+topics 37.61 86.84 75.85 82.05
Body+last sentence 37.62 86.79 76.69 82.15
Body+surrounding posts 40.30 87.86 83.00 86.38
Body+author’s posts 41.13 88.21 82.65 86.17

Table 6: Feature analysis by adding individual features to
the body. NG: Non-Green; G: Green; F1: F1-Score, Acc:
Accuracy

Feature Combination NG NG v. G
F1 Acc F1 Acc

Body (Baseline) 36.71 86.67 75.21 81.62
+ affective 36.88 86.52 76.71 82.37

+ thread length 38.31 86.45 76.84 82.37
+ emotion 38.52 86.55 76.52 82.05

+ author’s posts 44.81 89.05 84.5 87.65
+ LIWC female 44.93 88.81 84.77 87.86
+ LIWC negate 45.37 88.77 84.5 87.65

+ seeds 46.39 88.88 85.19 88.17

Table 7: Feature analysis for combined features. NG:
Non-Green; G: Green; F1: F1-Score, Acc: Accuracy

number of training data limits learning the optimal
decision boundary. On the other hand, when we try
to reduce the feature space dimensionality, we are
not capturing the characteristics that distinguish be-
tween the categories. Therefore, we argue that hav-
ing more data in the critical categories would results
in improvements in the absolute F-score measures.

5 Conclusions

We approached automated triaging of mental health
forum posts as a multiclass classification problem by
using various sets of features. The most effective
features for this task proved to be the psycholinguis-
tic, contextual and sentence level affective features.
In addition, boosting the classifier predictions for the
critical categories resulted in further improvements.
All of our submitted runs achieved above median
results among 16 participating teams and our best
run, obtained non-green F-1 score of 41% (while the
best overall result was 42%). The absolute measure
of F1-scores for individual critical classes indicates
that there is much room for future research in the
analysis and classification of mental forum posts.
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Abstract

This paper describes the contribution of LT3
for the CLPsych 2016 Shared Task on auto-
matic triage of mental health forum posts. Our
systems use multiclass Support Vector Ma-
chines (SVM), cascaded binary SVMs and en-
sembles with a rich feature set. The best sys-
tems obtain macro-averaged F-scores of 40%
on the full task and 80% on the green ver-
sus alarming distinction. Multiclass SVMs
with all features score best in terms of F-score,
whereas feature filtering with bi-normal sepa-
ration and classifier ensembling are found to
improve recall of alarming posts.

1 Introduction

The 2016 ACL Workshop on Computational Lin-
guistics and Clinical Psychology included a shared
task focusing on triage classification in forum posts
from ReachOut.com, an online service for youth
mental health issues. The aim is to automatically
classify an unseen post as one of four categories
indicating the severity of mental distress. Rea-
chOut staff has annotated a corpus of posts with cri-
sis/red/amber/green semaphore labels that indicate
how urgently a post needs moderator attention.

The system described in this paper is based on a
suicidality classification system intended for Dutch
social media (Desmet and Hoste, 2014). Therefore,
we approach the current mental distress triage task
from a suicide detection standpoint.

2 Related Work

Machine learning and natural language processing
have already shown potential in modelling and de-

tecting suicidality in the arts (Stirman and Pen-
nebaker, 2001; Mulholland and Quinn, 2013) and
in electronic health records (Haerian et al., 2012).
However, work on computational approaches to the
automatic detection of suicidal content in online
user-generated media is scarce.

One line of research focuses on detecting suici-
dality in individuals relying on their post history:
Huang et al. (2007) aim to identify Myspace.com
bloggers at risk of suicide by means of a keyword-
based approach using a manually collected dictio-
nary of weighted suicide-related terms. Users were
ranked by pattern-matching keywords on their posts.
This approach suffered from low precision (35%)
and the data does not allow to measure recall, i.e.
the number of actually suicidal bloggers that are
missing from the results. Similarly, Jashinsky et
al. (2014) manually selected keywords by testing
search queries linked to various risk factors in a
user’s Twitter profile. In order to validate this search
approach, users posting tweets that match the sui-
cide keywords were grouped by US state for trend
analysis. The proportion of at-risk tweeters vs.
control-group tweeters were strongly correlated with
the actual state suicide rates. While this methodol-
ogy yields a correct proportion of at-risk users, it is
unclear how many of those tweets are false positives
and how many at-risk tweets are missing.

Going beyond a keyword-based approach, Guan
et al. (2015) performed linear regression and random
forest machine learning for Chinese Weibo.com mi-
crobloggers. Suicidality labels were assigned to
users in the data set by means of an online psycho-
logical evaluation survey. As classification features
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they took social media profile metadata and psycho-
metric linguistic categories in a user’s post history.
Results showed that Linear Regression and Random
Forest classifiers obtain similar scores with a max-
imum of 35% F-score (23% precision and 79% re-
call) being the highest performance.

As in the CLPsych 2016 Shared Task, another line
of research aims to classify suicidality on the post
level, rather than the level of user profiles. Desmet
and Hoste (2014) proposed a detection approach us-
ing machine learning with a rich feature set on posts
in the Dutch social media platform Netlog. Their
corpus was manually annotated by suicide interven-
tion experts for suicide relevance, risk and protective
factors, source origin, subject of content, and sever-
ity. Two binary classification tasks were formulated:
a relevance task which aimed to detect posts rele-
vant to suicide, and a threat detection task to detect
messages that indicate a severe suicide risk. For the
threat detection task, a cascaded setup which first fil-
ters irrelevant messages with SVM and then predicts
the severity with k-Nearest Neighbors (KNN) per-
formed best: 59.2% F-score (69.5% precision and
51.6% recall). In general, both KNN and SVM out-
perform Naive Bayes and SVM was more robust
to the inclusion of bad features. The system pre-
sented in this paper is for the most part an extension
and English adaptation of this suicidal post detection
pipeline.

3 System Overview

We investigated a supervised classification-based
approach to the mental distress triage task using
SVMs. Below, we describe the data and features
that were used, and the way classifiers were built,
optimized and combined.

3.1 Data

Labeled data sets: 1/8th of the manually annotated
training data was sampled as a held-out development
set (n = 118 with at least 4 instances of each class),
the remainder (n = 829) was used for training. In
the results section, we also report on the held-out test
set (n = 241).

Reddit background corpus: In order to perform
terminology extraction and topic modelling, we col-
lected domain-relevant text from Reddit.com, a pre-

dominantly English social news and bulletin board
website. We used the title and body text from all
opening posts in mental health and suicide-related
boards posted between 2006 and 2014, resulting in
a 82.7 million token corpus of over 270, 000 posts.
The selected boards mainly contain user-generated
discussion on mental health, depression, and suici-
dal thoughts, similar to the ReachOut forums.

Tokenization and preprocessing: All textual
data was tokenized and lower-cased to reduce vari-
ation. For topic modelling, emoji and punctuation
were removed. Pattern (De Smedt and Daelemans,
2012) was used for lemmatization.

3.2 Features
We aimed to develop a rich feature set that fo-
cused on lexical and semantic information, with
fine-grained and more abstract representations of
content. Some syntactic and non-linguistic features
were also included.

Bag-of-words features: We included binary to-
ken unigrams, bigrams and trigrams, along with
character trigrams and fourgrams. The latter provide
robustness to the spelling variation typically found
in social media.

Term lists: Domain-specific multiword terms
were derived from the Reddit background cor-
pus, using the TExSIS terminology extraction tool
(Macken et al., 2013). One list was based on suicide-
specific boards (/r/SuicideWatch and /r/suicidenotes,
2884 terms), the other included terms only found in
other mental health boards (1384 terms).

Lexicon features: We computed positive and
negative opinion word ratio and overall post senti-
ment using both the MPQA (Wilson et al., 2005) and
Hu and Liu’s (2004) opinion lexicons. We added
positive, negative and neutral emoji counts based on
the BOUNCE emoji sentiment lexicon (Kökciyan
et al., 2013). We also included the relative fre-
quency of all 64 psychometric categories in the Lin-
guistic Inquiry and Word Count (LIWC) dictionary
(Pennebaker et al., 2007). LIWC features have
proven useful in (Stirman and Pennebaker, 2001)
for modelling suicidality in literary works. Further-
more, we included diminisher, intensifier, negation,
and “allness” lexica because of their significance in
suicide notes analysis (Osgood and Walker, 1959;
Gottschalk and Gleser, 1960; Shapero, 2011).
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Topic models: Using the gensim topic modelling
library (Řehůřek and Sojka, 2010) we trained sev-
eral LDA (Blei et al., 2003) and LSI (Deerwester
et al., 1990) topic models with varying granular-
ity (k = 20, 50, 100, 200). A similarity query was
done on each model resulting in two feature groups:
k topic similarity scores and the average similar-
ity score. This should allow the classifier to learn
which latent topics are relevant for the task, and to
what extent the topics align with the ones in the Red-
dit background corpus. In line with Resnik et al.
(2015), we used topic models to capture latent se-
mantic and syntactic structure in the mental health
domain. However, we did not include supervised
topic models.

Syntactic features: Two binary features were im-
plemented indicating whether the imperative mood
was used in a post and whether person alternation
occurred (i.e. combinations of first and second per-
son pronouns).

Post metadata: We furthermore included sev-
eral non-linguistic features based on a post’s meta-
data: the time of day a post was made (expressed in
three-hour blocks), the board in which it was posted,
whether the post includes a subject line or a URL,
the role of the author and whether he or she is a
moderator, whether the post is the first in a thread,
whether there are (moderator) reactions or kudos
(i.e. thumbs-up votes).

When applied to the training data, this resulted in
59 feature groups and 107, 852 individual features,
the majority of which were bag-of-words features
(almost 96%).

3.3 Classifiers
Using SVMs, we tested three different approaches
to the problem of correctly assigning the four triage
labels to the forum posts. We considered detection
of posts with a high level of alarm (crisis or red) to
be the priority. Where possible, recall of the priority
labels was promoted, since false negatives are most
problematic there.

With multiclass SVMs, one model is used to pre-
dict all four labels at once. We hypothesized that
distinguishing green from non-green posts would re-
quire different information than detecting the more
alarming categories. We therefore also tested cas-
cades of three binary SVMs, in which each classi-

fier predicts a higher level of alarm: green vs. rest;
red or crisis vs. rest; and crisis vs. rest. The binary
results are combined in a way that the label with the
highest level of alarm is assigned. This essentially
sacrifices some precision on lower-priority classes
for better high-priority recall.

Finally, we tested ensembles of various multi-
class and binary systems. Predictions were com-
bined with two voting methods: normal majority
voting (reported as ensemble-majority), and crisis-
priority voting (ensemble-priority) where the most
alarming label with at least 2 votes is selected.

3.4 Optimization
Typically, the performance of a machine learning al-
gorithm is not optimal when it is used with all imple-
mented features and with the default algorithm set-
tings. SVMs are known to perform well in the pres-
ence of irrelevant features, but dimensionality reduc-
tion can still be beneficial for classification accuracy
and resource usage. In this section, we describe the
methods we tested for feature selection and hyper-
parameter optimization.

With feature filtering, a metric is used to deter-
mine the informativeness of each feature, given the
training data. Yang (1997) found that Information
Gain (IG) allows aggressive feature removal with
minimal loss in accuracy. Forman (2003) corrobo-
rates this finding, but remarks that IG is biased to-
wards the majority class, unlike the Bi-Normal Sep-
aration (BNS) metric, which typically achieves bet-
ter minority class recall. In the results, we compare
both filtering methods (-ig and -bns) to no filtering
(-nf ). IG was applied with a threshold of 0.005 (92-
97% reduction), BNS with threshold 3 (79-93% re-
duction for binary tasks, no multiclass support).

We also applied wrapped optimization, where
combinations of selected feature groups and hyper-
parameters are evaluated with SVM using three-
fold crossvalidation. Exhaustive exploration of all
combinations was not possible, so we used ge-
netic algorithms to approximate an optimal solu-
tion (Desmet et al., 2013). In the results section,
all reported systems have been optimized for fea-
ture group and hyperparameter selection, except for
multiclass-unopt (baseline without filtering or opti-
mization) and multiclass-hyper (only hyperparame-
ter optimization, no feature filtering or selection).
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4 Results and discussion

In Table 4, we report the four-label classification
results of all systems. Most systems perform well
in comparison to the shared task top score of 42%
macro-averaged F-score, with the multiclass-nf sub-
mission scoring highest at 40%. This indicates that
the implemented features and approach are within
the current state of the art.

dev test
system F acc F acc

multiclass-unopt 0.00 0.64 0.00 0.69
multiclass-hyper 0.36 0.75 0.41 0.80
multiclass-nf * 0.50 0.75 0.40 0.80
multiclass-ig 0.36 0.74 0.35 0.78
binary-nf * 0.39 0.69 0.36 0.74
binary-ig 0.36 0.75 0.32 0.77
binary-bns * 0.38 0.64 0.19 0.54
ensemble-majority * 0.54 0.79 0.35 0.77
ensemble-priority * 0.51 0.75 0.37 0.78

Table 1: Results for four-label classification (F = macro-

averaged F-score, acc = accuracy). The 5 systems submitted

for the shared task are indicated with an asterisk.

Arguably, macro-averaged F-score is a harsh met-
ric for this task: it treats the three alarming cate-
gories as disjunct, although confusion between those
classes can be high and the distinction may not mat-
ter much from a usability perspective. Since the
test set only contained one crisis instance, failing
to detect it effectively limits the ceiling for macro-
averaged F-score to 67%. This partly explains the
low scores in Table 4. For comparison, we list F-
score, precision and recall for the green vs. alarm-
ing distinction in Table 4. Alarming posts can be
detected with F = 80% and recall up to 89%
(ensemble-priority).

dev test
system F P R acc F P R acc

multicl-unopt 0.00 0.00 0.00 0.64 0.00 0.00 0.00 0.69
multicl-hyper 0.76 0.78 0.74 0.83 0.78 0.77 0.79 0.86
multicl-nf 0.75 0.76 0.74 0.82 0.80 0.77 0.84 0.87
multicl-ig 0.78 0.77 0.79 0.84 0.76 0.75 0.77 0.85
binary-nf 0.72 0.70 0.74 0.79 0.79 0.72 0.88 0.85
binary-ig 0.81 0.78 0.84 0.86 0.75 0.75 0.76 0.85
binary-bns 0.73 0.62 0.88 0.76 0.63 0.50 0.87 0.68
ensemble-maj 0.82 0.79 0.86 0.86 0.77 0.73 0.81 0.85
ensemble-prior 0.77 0.67 0.91 0.81 0.80 0.73 0.89 0.86

Table 2: Results for binary classification: green vs. all other

classes (F = F-score, P = precision, R = recall, acc = accuracy)

We tested three classifier configurations, and find

that a multiclass approach performs as well as or bet-
ter than more complex systems. On the development
data, ensemble systems perform best, although this
is not confirmed by the four-label test results, pos-
sibly due to paucity of crisis instances. It appears
that ensembles are a sensible choice especially if re-
call is important. This may be due to the inclusion of
the high-recall binary-bns cascade, the low precision
of which is offset by ensemble voting. Overall, the
aim of improving recall with cascaded and ensemble
classifiers seems to have been effective: compared to
multiclass systems, they all favour recall over preci-
sion more, both on development and test data.

The unoptimized multiclass-unopt acts as a ma-
jority baseline that always predicts green, indicating
that hyperparameter optimization is essential. Fea-
ture selection, on the other hand, does not yield such
a clear benefit. On the held-out test data, the nf sys-
tems consistently outperform their ig and bns coun-
terparts in terms of F-score. On the development
data, feature filtering has a positive effect on recall,
particularly when BNS is applied. In summary, the
applied feature selection techniques are sometimes
successful in removing the bulk of the features with-
out harming performance, although the results sug-
gest that they may remove too many or cause over-
fitting.

5 Conclusion

This paper discussed an SVM-based approach to
the CLPsych 2016 shared task. We found that our
systems performed well within the state of the art,
with macro-averaged F-scores of 40% on the full
task, and 80% for the distinction between green and
alarming posts, suggesting that confusion between
the three alarming classes is high. Multiclass sys-
tems performed best, but ensemble classifiers and
feature filtering with BNS perform comparably and
are better suited when high recall is required.
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Suzan Üsküdarl. 2013. BOUNCE: Sentiment Clas-
sification in Twitter using Rich Feature Sets. In Sec-
ond Joint Conference on Lexical and Computational

Semantics (*SEM): Proceedings of the Seventh Inter-
national Workshop on Semantic Evaluation (SemEval
2013), volume 2, pages 554–561, Atlanta, Georgia,
USA, June. Association for Computational Linguis-
tics.

Lieve Macken, Els Lefever, and Veronique Hoste. 2013.
Texsis: bilingual terminology extraction from parallel
corpora using chunk-based alignment. Terminology,
19(1):1–30.

Matthew Mulholland and Joanne Quinn. 2013. Suici-
dal tendencies: The automatic classification of suicidal
and non-suicidal lyricists using nlp. In IJCNLP, pages
680–684.

Charles Osgood and Evelyn Walker. 1959. Motivation
and language behavior: A content analysis of suicide
notes. The Journal of Abnormal and Social Psychol-
ogy, 59(1):58.

James Pennebaker, Roger Booth, and Martha Francis.
2007. Liwc2007: Linguistic inquiry and word count.
Austin, Texas: liwc. net.
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Abstract

We present an approach for automatic triage
of message posts in ReachOut.com mental
health forum, which was a shared task in the
2016 Computational Linguistics and Clinical
Psychology (CLPsych). This effort is aimed
at providing the trained moderators of Rea-
chOut.com with a systematic triage of forum
posts, enabling them to more efficiently sup-
port the young users aged 14-25 communicat-
ing with each other about their issues. We use
different features and classifiers to predict the
users’ mental health states, marked as green,
amber, red, and crisis. Our results show that
random forests have significant success over
our baseline mutli-class SVM classifier. In ad-
dition, we perform feature importance analy-
sis to characterize key features in identifica-
tion of the critical posts.

1 Introduction

Mental health issues profoundly impact the well-
being of those afflicted and the safety of society as
a whole (Üstün et al., 2004). Major effort is still
needed to identify and aid those who are suffering
from mental illness but doing so in a case by case
basis is not practical and expensive (Mark et al.,
2005). These limitations inspired us to develop an
automated mechanism that can robustly classify the
mental state of a person. The abundance of pub-
licly available data allows us to access each person’s
record of comments and message posts online in an
effor to predict and evaluate their mental health.

1.1 Shared Task Description

The CLPsych 2016 Task accumulates a selection of
65,514 posts from ReachOut.com, dedicated to pro-
viding a means for members aged 14-25 to express
their thoughts in an anonymous environment. These
posts have all been selected from the years 2012
through 2015. Of these posts, 947 have been care-
fully analyzed, and each assigned a label: green (the
user shows no sign of mental health issues), amber
(the user’s posts should be reviewed further to iden-
tify any issues), red (there is a very high likelihood
that the user has mental health issues), and crisis (the
user needs immediate attention). These 947 posts-
label pairs represent our train data. We then use the
train data to produce a model that assigns a label to
any generic post. A separate selection of 241 posts
are dedicated as the test data, to be used to evaluate
the accuracy of the model.

2 Methods

Our approach for automatic triage of posts in the
mental health forum, much like any other classifi-
cation pipeline, is composed of three phases: fea-
ture extraction, selection of learning algorithm, and
validation and parameter tuning in a cross validation
framework.

2.1 Feature extraction

Feature extraction is one of the key steps in any ma-
chine learning task, which can significantly influ-
ence the performance of learning algorithms (Ben-
gio et al., 2013). In the feature extraction phase we
extracted the following information from the given
XML files of forum posts: author, the authors rank-
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ing in the forum, time of submission and editing,
number of likes and views, the body of the post,
the subject, the thread associated to the post, and
changeability of the text. For the representation
of textual data (subject and body) we use both tf-
idf and the word embedding representation of the
data (Mikolov et al., 2013b; Mikolov et al., 2013a;
Zhang et al., 2011). Skip-gram word embedding
which is trained in the course of language modeling
is shown to capture syntactic and semantic regulari-
ties in the data (Mikolov et al., 2013c; Mikolov et al.,
2013a). For the purpose of training the word embed-
dings we use skip-gram neural networks (Mikolov
et al., 2013a) on the collection of all the textual data
(subject/text) of 65,514 posts provided in the shared
task. In our word embedding training, we use the
word2vec implementation of skip-gram (Mikolov et
al., 2013b). We set the dimension of word vectors to
100, and the window size to 10 and we sub-sample
the frequent words by the ratio 1

103 . Subsequently,
to encode a body/subject of a post we use tf-idf
weighted sum of word-vectors in that post (Le and
Mikolov, 2014). The features are summarized in Ta-
ble 1. To ensure being inclusive in finding important
features, stop words are not removed.

2.2 Automatic Triage

The Random Forest (RF) classifier (Breiman, 2001)
is employed to predict the users mental health states
(green, red, amber, and crisis) from the posts in
the ReachOut forum. A random forest is an en-
semble method based on use of multiple decision
trees (Breiman, 2001). Random forest classifiers
have several advantages, including estimation of im-
portant features in the classification, efficiency when
a large proportion of the data is missing, and ef-
ficiency when dealing with a large number of fea-
tures (Cutler et al., 2012); therefore random forests
fit our problem very well. The validation step is
conducted over 947 labeled instances, in a 10xFold
cross validation process. Different parameters of
random forests, including the number of trees, the
measure of split quality, the number of features
in splits, and the maximum depth are tuned using
cross-validation. In this work, we use Scikit im-
plementation of Random Forests (Pedregosa et al.,
2011).

Our results on the training set show that incorpo-

ration of unlabeled data in the training using label
propagation by means of nearest-neighbor search
does not increase the classification accuracy. There-
fore, the unlabeled data is not incorporated in the
training.

For the comparison phase, we consider multi-
class Support Vector Machine classifier (SVM)
with radial basis function kernel as a baseline
method (Cortes and Vapnik, 1995; Weston and
Watkins, 1998).

3 Results

Our results show that random forests have signifi-
cant success over SVM classifiers. The 4-ways clas-
sification accuracies are summarized in Table 3. The
evaluations on the test set for the random forest ap-
proach are summarized in Table 3.

3.1 Important Features

Random Forests can easily provide us with the most
relevant features in the classification (Cutler et al.,
2012; Breiman, 2001). Random Forest consists of
a number of decision trees. In the training proce-
dure, it can be calculated how much a feature de-
creases the weighted impurity in a tree. The im-
purity decrease for each feature can be averaged
and normalized over all trees of the ensemble and
the features can be ranked according to this mea-
sure (Breiman et al., 1984; Breiman, 2001). We ex-
tracted the most discriminative features in the auto-
matic triage of the posts using mean decrease impu-
rity for the best Random Forest we obtained in the
cross-validation (Breiman et al., 1984).

Our results shows that from the top 100 features,
88
100 were related to the frequency of particular words
in the body of the post, 4

100 were related to the post-
ing/editing time (00:00 to 23:00) and the day in the
month (1st to 31th), 4

100 were indication of the au-
thor and author ranking, 2

100 were related to the fre-
quency of words in the subject, 1

100 was the number
of views, and 1

100 was the number of likes a post
gets.

The top 50 discriminative features, their impor-
tance, and their average values for each class are
provided in Table 3.1. We have also presented the
inverse document frequency (IDF) to identify how
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Features Extracted from ReachOut forum posts
Feature Description Length
Author One hot representation of unique authors in 65755 posts. 1605
Ranking of the author One hot representation of the author category. 25
Submission time Separated numerical representations of year, day, month,

and the hour that a post is submitted to the forum.
4

Edit time Separated numerical representations of year, day, month,
and the hour that a post is edited in the forum.

4

Likes The number of likes a post gets. 1
Views The number of times a post is viewed by the forum users. 1
Body Tf-idf representation of the text in the body of the post. 55758
Subject Tf-idf representation of the text in the subject of the post. 3690
Embedded-Body Embedding representation of the text in the body of the

post.
100

Embedded-Subject Embedding representation of the text in the subject of the
post.

100

Thread One hot representation of the thread of the post. 3910
Read only If the post is readonly. 1

Table 1: List of features that have been used in the automatic triage of ReachOut forum posts

aaaaaaaaaaaaaa
Features

Classifiers

Random Forest Classifier SVM Classifier

Tf-idf features 71.28%± 2.9% 42.2%± 3.1%
Embedding features 71.26%± 4.0% 42.2%± 4.0%

Table 2: The average 4-ways classification accuracies in

10xFold cross-validation for the random forest and support vec-

tor machine classifiers tuned for the best parameters on two

different sets of features. Embedding features refer to use of

embeddings for the body and the subject instead of tf-idf repre-

sentations.

Methods Accuracy Non-green vs . green accuracy
Random Forest & tf-idf features 79% 86%

Random Forest & embedding features 78% 86%

Table 3: The results of evaluation over 241 test data points.

much information each word has encoded within the
collection of posts (Robertson, 2004). Many inter-
esting patterns can be observed in the word usage
of each class. For example, the word ‘feel’ signifi-
cantly more often occurs in the red and crisis posts.
Surprisingly, there were some stop-words among the
most important features. For instance, words ‘to’
and ‘not’, on average occur in green posts 1

2 of times
of non-green posts. Another example is the usage
of the word ‘me’, which occurs more frequently in
non-green posts. Furthermore, the posts with more
‘likes’ are less likely to be non-green.

Subject: As indicated in Table 3.1 posts which
have word ‘re’ in their subjects are more likely to
belong to the green class.

Time: As shown in Figure 1 and Table 3.1 the red
posts on average are submitted on a day closer to

the end of the month. In addition, the portion of red
and crisis message posts in the interval of 5 A.M. to
7 A.M. was much higher than the green and amber
posts.

4 Conclusion

In this work, we explored the automatic triage of
message posts in a mental health forum. Using
Random Forest classifiers we obtain a higher triage
accuracy in comparison with our baseline method,
i.e. a mutli-class support vector machine. Our
results showed that incorporation of unlabeled
data did not increase the classification accuracy
of Random Forest, which could be due to the
fact that Random Forests themselves are efficient
enough in dealing with missing data points (Cutler
et al., 2012). Furthermore, our results suggest
that employing full vocabularies would be more
discriminative than using sentence embedding.
This could be interpreted as the importance of
occurrence of particular words rather than particular
concepts. In addition, taking advantage of the
capability of Random Forest in the estimation of
important features in classification, we explored the
most relevant features contributing in the automatic
triage.
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Green Amber Red Crisis
Rank Feature Importance IDF Average value Average value Average value Average value

1 body: you 0.068 0.004 16.912 ± 24.13 3.941 ± 10.238 2.728 ± 7.077 2.432 ± 8.605
2 body: to 0.059 0.012 4.948 ± 5.739 8.964 ± 6.83 9.408 ± 7.265 9.552 ± 7.666
3 subject: re 0.053 0.03 3.904 ± 1.871 3.6 ± 1.843 3.246 ± 2.637 2.802 ± 2.112
4 #oflikes 0.027 - 0.749 ± 1.104 0.353 ± 0.882 0.155 ± 0.453 0.154 ± 0.489
5 body: just 0.021 0.007 2.632 ± 6.332 6.69 ± 8.962 8.349 ± 9.697 8.702 ± 9.992
6 body: feeling 0.02 0.009 0.884 ± 3.463 2.527 ± 7.216 4.227 ± 9.606 3.188 ± 5.812
7 body: don 0.02 0.008 1.407 ± 4.523 3.998 ± 7.302 4.996 ± 7.599 9.074 ± 13.873
8 body: me 0.019 0.006 2.73 ± 6.471 7.848 ± 10.056 9.321 ± 11.432 8.264 ± 8.207
9 #ofviews 0.016 - 96.016 ± 53.53 95.372 ± 50.9 92.158 ± 53.715 113.735 ± 56.293
10 body: know 0.016 0.007 1.55 ± 4.957 3.976 ± 7.806 4.863 ± 7.615 8.218 ± 11.262
11 body: want 0.015 0.008 0.548 ± 2.587 3.253 ± 7.431 3.875 ± 8.172 5.29 ± 8.699
12 body: anymore 0.013 0.013 0.063 ± 0.734 0.523 ± 2.578 2.594 ± 5.881 4.709 ± 9.327
13 body: do 0.013 0.007 1.987 ± 5.58 4.339 ± 7.226 4.741 ± 7.275 6.123 ± 8.322
14 body: and 0.011 0.009 5.629 ± 6.389 7.953 ± 7.687 10.007 ± 7.579 6.749 ± 5.905
15 body: negative 0.011 0.012 0.117 ± 1.354 1.184 ± 4.354 2.583 ± 6.404 4.446 ± 8.769
16 body: it 0.01 0.007 6.89 ± 9.562 10.607 ± 10.575 9.079 ± 9.527 7.56 ± 8.055
17 post hour (1-24) 0.01 - 9.922 ± 4.325 9.474 ± 4.135 9.118 ± 4.585 8.615 ± 4.159
18 body: my 0.01 0.007 5.137 ± 8.414 9.722 ± 10.703 10.303 ± 10.178 7.928 ± 10.775
19 body: the 0.01 0.011 4.744 ± 5.5 6.667 ± 6.064 5.95 ± 5.578 6.513 ± 6.729
20 body: for 0.01 0.008 4.418 ± 7.1 3.894 ± 5.61 3.274 ± 5.427 6.135 ± 5.89
21 body: about 0.009 0.008 1.646 ± 4.452 3.567 ± 5.711 2.11 ± 4.567 2.149 ± 4.574
22 body: so 0.009 0.008 3.387 ± 6.759 4.95 ± 7.102 7.57 ± 9.347 5.02 ± 7.942
23 body: this 0.009 0.008 2.624 ± 5.609 2.849 ± 5.489 5.302 ± 5.768 5.046 ± 6.633
24 post day (1-7) 0.009 - 15.25 ± 8.407 15.719 ± 8.625 15.3 ± 8.907 17.436 ± 8.217
25 edit day (1-7) 0.009 - 15.25 ± 8.407 15.719 ± 8.625 15.3 ± 8.907 17.436 ± 8.217
26 body: can 0.009 0.006 3.436 ± 7.302 4.297 ± 6.909 6.333 ± 7.913 12.029 ± 12.095
27 body: but 0.008 0.006 3.588 ± 6.988 7.376 ± 9.226 5.354 ± 7.634 8.245 ± 10.021
28 body: not 0.008 0.007 2.274 ± 5.459 5.037 ± 8.02 4.504 ± 7.172 3.901 ± 6.398
29 body: get 0.008 0.006 1.672 ± 4.627 3.552 ± 6.559 4.505 ± 8.02 4.35 ± 8.532
30 edit hour (1-24) 0.008 - 9.922 ± 4.325 9.474 ± 4.135 9.118 ± 4.585 8.615 ± 4.159
31 authorx 0.007 - 0.149 ± 0.357 0.072 ± 0.259 0.264 ± 0.443 0.308 ± 0.468
32 body: that 0.007 0.007 4.244 ± 7.687 5.513 ± 7.665 4.905 ± 7.357 3.875 ± 6.288
33 body: of 0.006 0.008 3.954 ± 5.989 4.902 ± 6.235 5.014 ± 5.904 5.425 ± 6.389
34 body: when 0.005 0.008 1.689 ± 4.25 2.998 ± 5.77 2.779 ± 5.249 2.871 ± 4.733
35 body: even 0.005 0.008 0.993 ± 3.499 1.513 ± 4.099 2.699 ± 5.337 4.37 ± 8.633
36 body: have 0.005 0.005 4.081 ± 7.854 6.196 ± 8.662 6.415 ± 8.511 5.191 ± 7.057
37 body: cant 0.005 0.013 0.033 ± 0.764 0.693 ± 4.004 1.589 ± 4.911 0.25 ± 1.091
38 body: all 0.005 0.006 1.866 ± 5.437 3.487 ± 6.37 3.691 ± 7.05 2.804 ± 6.987
39 subject: into 0.004 0.187 0.099 ± 0.511 0.391 ± 0.941 0.838 ± 1.249 0.728 ± 1.201
40 body: what 0.004 0.008 1.813 ± 4.463 2.725 ± 4.901 2.778 ± 4.744 2.577 ± 5.045
41 body: everything 0.004 0.01 0.262 ± 1.903 0.64 ± 2.8 1.726 ± 4.957 1.376 ± 3.576
42 body: usernamex 0.004 0.016 1.096 ± 4.881 1.394 ± 5.164 0.938 ± 3.523 1.608 ± 4.565
43 body: in 0.004 0.009 3.467 ± 6.878 3.311 ± 4.559 4.241 ± 5.246 3.175 ± 4.247
44 body: feel 0.004 0.007 1.477 ± 4.989 3.145 ± 6.323 5.187 ± 8.689 3.746 ± 6.598
45 body: try 0.004 0.009 0.683 ± 3.816 1.465 ± 4.957 1.46 ± 3.793 1.902 ± 4.574
46 body: anything 0.004 0.007 0.541 ± 3 1.602 ± 4.745 2.195 ± 5.751 4.237 ± 10.067
47 body: am 0.004 0.008 1.162 ± 5.241 1.655 ± 4.619 2.523 ± 5.922 1.642 ± 4.584
48 body: at 0.004 0.007 2.033 ± 5.47 3.349 ± 6.469 3.661 ± 6.051 4.058 ± 6.735
49 body: with 0.004 0.01 2.029 ± 4.01 3.189 ± 5.024 2.679 ± 3.776 1.591 ± 2.872
50 body: safe 0.004 0.012 0.342 ± 2.802 0.163 ± 1.801 0.662 ± 3.339 2.907 ± 6.549

Table 4: The 50 most discriminative features of posts and their mean values for each class of green, amber, red, and crisis, which

are ranked according to their feature importance. For the words we have also provided their IDF.
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Figure 1: Histogram of message posting time distribution for each mental health state (crisis, red, amber, and green). The left plots

show distribution of posts in days of the month (1-31) and the right plots show the distribution of the hours of the day.
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Abstract

We report on a multiclass classifier for triage
of mental health forum posts as part of the
CLPsych 2016 shared task. We investigate a
number of document representations, includ-
ing topic models and representation learning
to represent posts in semantic space, including
context- and emotion-sensitive feature repre-
sentations of posts.

1 Introduction

The 2016 CLPsych Shared Task focused on auto-
matic triage of posts from ReachOut.com, an anony-
mous online mental health site for young people that
permits peer support and dissemination of mental
health information and guidance. Peer support and
volunteer services like ReachOut, Koko,1 and Cri-
sis Text Line2 offer new and potentially very impor-
tant ways to help serve mental health needs, given
the challenges many people face in obtaining ac-
cess to mental health providers and the astronom-
ical societal cost of mental illness (Insel, 2008).
In such settings, however, it is essential that mod-
erators be able to quickly and accurately identify
posts that require intervention from trained person-
nel, e.g., where there is potential for harm to self or
others. This shared task aimed to make progress on
that problem by advancing technology for automatic
triage of forum posts. In particular, the task involved
prediction of categories for ReachOut posts, with the
four categories, {crisis, red, amber, green}, indicat-
ing how urgently the post needs attention.

1itskoko.com
2crisistextline.org

2 Systems Overview

Following Resnik et al. (2015), the core of our sys-
tem is classification via multi-class support vector
machines (SVMs) with a linear kernel. We ex-
plore topic models as well as context- and emotion-
sensitive representations of posts, together with
baseline bag of words representations, as features
for our model.

2.1 Baseline Lexical Features

We considered bag of words and bag of bigrams
in conjunction with TF-IDF and binary weighting
schemes of these represenations and stopword re-
moval. Our preliminary experiments with devel-
opment data suggested that binary weighted bag of
words features with stopword removal were an ef-
fective baseline; we refer to this feature set simply
as BOW.

2.2 Topic Models

We use Latent Dirichlet Allocation (LDA) (Blei
et al., 2003) to create a 30-topic model on the
entire ReachOut corpus (including labeled, unla-
beled, and test data), as well as posts from the
Reddit.com /r/Depression forum, yielding document
(forum post) topic probability posteriors as features.
The inclusion of the test data among the inputs to
LDA can be thought of as a transductive approach
to model generation for this shared task aiming to
take maximal advantage of available data, although
this would prevent post-by-post processing in a real-
world setting.
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System # Description
1 BOW
2 BOW + Context-Sensitive Representations
3 Emotion-Sensitive Representations (Euclidean distance)
4 BOW + Topic Posteriors (LDA)
5 BOW + Topic Posteriors + Emotion-Sensitive Representations (Cosine similarity)

Table 1: System Features and Runs

2.3 Context-Sensitive Representation

We obtain context-sensitive representations of an in-
put post by concatenating the average word embed-
ding of the input post with its “context” information
(represented by low dimensional vectors) and pass-
ing the resulting vector to a basic autoencoder (Hin-
ton and Salakhutdinov, 2006). We obtain context
vectors for posts via non-negative matrix factoriza-
tion (NMF) where the disttribution of an input post
over the topics in the dataset is used as its con-
text vector. We use the pre-trained 300-dimensional
word embeddings provided by Word2Vec.3

Formally, we use NMF to identify context infor-
mation for input posts as follows. Given a training
dataset with n posts, i.e., X ∈ Rv×n, where v is the
size of a global vocabulary and the scalar k is the
number of topics in the dataset, we learn the topic
matrix D ∈ Rv×k and a context matrix C ∈ Rk×n

using the following sparse coding algorithm:

min
D,C

‖X−DC‖2F + µ‖C‖1, (1)

s.t. D ≥ 0, C ≥ 0,

where each column in C is a sparse representation
of an input over all topics and can be used as context
information for its corressponding input post. Note
that we obtain the context of test instances by trans-
forming them according to the fitted NMF model on
training data. We believe combining test and train-
ing data (as discussed above) will further improve
the quality of our context vectors.

We concatenate the average word embedings and
context vectors of input posts and pass them to a
basic deep autoencoder (Hinton and Salakhutdinov,
2006) with three hidden layers. The hidden rep-
resentations produced by the autoencoder will be
used as context-sensitive representations of inputs
and considered as features in our system.

3code.google.com/p/word2vec.

2.4 Emotion-Sensitive Representation

The emotion-sensitive representation of an input
post is obtained by computing the distance (Eu-
clidean distance or cosine similarity) between the
average word embedding of the input post with nine
categories of emotion words. The emotion cate-
gories that we consider are

anger, disgust, sadness, fear, guilt, inter-
est, joy, shame, surprise,

where each category has a designated word, e.g.
“anger”, and its 40 nearest neighbor words in em-
bedding space according to Euclidean distance. For
example, the category for anger contains “anger”
along with related words like “resentment”, “fury”,
“frustration”, “outrage”, “disgust”, “indignation”,
“dissatisfaction”, “discontentment”, etc.4 Using the
Euclidean distance or cosine similarity between av-
erage word embedding of the input post with the em-
bedding of each emotion word yields 311 features
for the classifier, one per emotion-word category ig-
noring the emotion words that were removed.

2.5 Classifier Details

In our experiments we used multi-class SVM clas-
sifiers with a linear kernel. Specifically, we used
the python scikit-learn module (Pedregosa et al.,
2011), which interfaces with the widely-used lib-
svm.5 We employed a one-vs-one decision function,
and used the ’balanced’ class weight option to set
class weights to be inversally proportional to their
frequency in the training data.6 All other parameters
were set to their default values.

4We also manually verified the nearest neighbor words to
ensure that they correctly represent their corresponding cate-
gories, and remove words that appear in at least two categories
with opposite sentiment orientation.

5scikit-learn.org/stable/modules/generated/sklearn.svm.
SVC.html

6One-vs-one beat one-vs-all in preliminary experimentation.
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Specific feature combinations for our systems are
reported in Table 1 and were selected based on de-
velopment data. While our main criterion for choos-
ing what features to use was Macro-Averaged F-
Score, System 3 (emotion-sensitive representations)
was selected primarily because of its superior per-
formance on red prediction. Given the importance
of red and crisis prediction in this context, we found
this system interesting and consider its relative suc-
cess at red prediction to be worthy of further explo-
ration.

2.6 Data Preparation

Preprocessing: We performed the same basic pre-
processing on all posts, including removing URLs
and non-ascii characters, unescaping HTML, and
expansion of contractions. We also lemmatized the
tokens.

Data Splits: As per the suggestion in the shared
task description, we set aside the last 250 posts of
the training data as development data. Our primary
use of the development data was in system develop-
ment and selecting feature combinations. We also
removed one post each from the training and devel-
opment data as they did not appear to us to have sig-
nificant linguistic content.

3 Results

Tables 2 and 3 show the performance of our sub-
mitted systems on development and test data re-
spectively. Table 4 presents the effects of different
feature combinations on development data perfor-
mance, which we used to select our systems for sub-
mission.

Test data performance is noticeably worse for all
five of our systems than development data perfor-
mance. A non-negligible part of that seems to be our
performace on crisis recall - the fact that there is only
one crisis post in the test data set implies that when
our system incorrectly labels that post an F-Score
of 0 is necessarily averaged in. Evaluating why all
five of our systems predict a green label for the crisis
post seems like a worthwhile line of inquiry towards
improving upon our system. We will conduct such
experiments in the future.

F-Score\System 1 2 3 4 5
Green 0.82 0.85 0.78 0.83 0.82
Amber 0.57 0.54 0.42 0.54 0.51
Red 0.39 0.44 0.52 0.40 0.42
Crisis 0.33 0.25 0.24 0.33 0.35
Macro-Averaged 0.53 0.52 0.49 0.52 0.52
Official Score 0.43 0.41 0.39 0.42 0.43

Table 2: F-scores on development data. (Official Score is

Macro-Averaged F-Score over crisis, red, and amber.)

F-Score\System 1 2 3 4 5
Green 0.83 0.87 0.84 0.83 0.85
Amber 0.41 0.5 0.33 0.43 0.48
Red 0.47 0.44 0.4 0.48 0.44
Crisis 0.00 0.00 0.00 0.00 0.00
Macro-Averaged 0.43 0.45 0.39 0.44 0.44
Official Score 0.29 0.31 0.24 0.30 0.31

Table 3: F-scores on test data. (Official Score is Macro-

Averaged F-Score over crisis, red, and amber.)

Our system #3, which used Euclidean distance
based emotion-sensitive representation of docu-
ments, was submitted because of its outstanding red
prediction performance on development data. Given
the importance of red and crisis recall in this domain,
a system that perfomed particularly well in such an
area seems worth exploring. Unfortunately, this red
recall rate did not carry over to the test data, so it
seems likely that our model simply overfit to the red
data.

An examination of Table 4 suggests that it may be
difficult to find features that are significantly more
effective for this task than bag of words features. In
particular, all of the systems listed that outperformed
bag of words overall (whether on Macro-Averaged
F-Score or Macro-Averaged F-Score over the amber,
red, and crisis classes) seem to have done so only
minimally. Interestingly, many of the feature sets
did outperform bag of words on F-Score for the red
class in development data, but this result does not
seem to replicate in the test data.

4 Conclusions and Future Directions

In this paper we have summarized our contribution
to the CLPSych 2016 shared task on triage of men-
tal health forum posts. Our approach used class-
weighted multi-class SVM classifiers with a linear
kernel, and we found binary bag of words features to
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Features\F-Scores Green Amber Red Crisis Macro-Averaged Official Score
BOW 0.82 0.57 0.39 0.33 0.53 0.43
Topics 0.77 0.37 0.34 0.24 0.43 0.32
Context Sensitive 0.80 0.43 0.28 0.32 0.46 0.34
Emotion Sensitive (Euclidean) 0.78 0.42 0.52 0.24 0.49 0.39
Emotion Sensitive (Cosine) 0.67 0.19 0.28 0.07 0.31 0.18
BOW + Topics 0.83 0.54 0.40 0.33 0.52 0.42
BOW + Context Sensitive 0.85 0.54 0.44 0.25 0.52 0.41
BOW + Emotion Sensitive (Euclidean) 0.82 0.45 0.45 0.13 0.46 0.34
BOW + Emotion Sensitive (Cosine) 0.82 0.54 0.42 0.35 0.53 0.44
BOW + Topics + Context Sensitive 0.84 0.52 0.44 0.25 0.51 0.40
BOW + Topics + Emotion Sensitive (Euclidean) 0.82 0.45 0.45 0.125 0.46 0.34
BOW + Topics + Emotion Sensitive (Cosine) 0.82 0.51 0.42 0.35 0.52 0.43
All 0.82 0.44 0.45 0.13 0.46 0.34

Table 4: Multi-class F-scores of different feature combinations on development data. (Official Score is Macro-Averaged F-Score

over crisis, red, and amber.)

be reasonably effective for this task. Though topic
models and context- and emotion-sensitive vector
representations did not perform well independently
on this task, when used to supplement bag of words
features they did lead to some improvement in test
data prediction.

In future work, one direction for potential im-
provement is the exploration of more complex topic
models. In particular, our work utilized “vanilla”
Latent Dirichlet Allocation, but Resnik et al. (2015)
found some success in applying supervised topic
modelling techniques to this domain. Furthemore, it
would be interesting to introduce domain expertise
into the models, whether by interactive topic mod-
elling (Hu et al., 2014) or by providing informed
priors, and seeing how that affects performance.

Another interesting direction we hope to explore
is tracking changes amongst a user’s posts over time.
While we only used the four class labels, avail-
able sublables included “followupOk” for some am-
ber posts and “followupWorse” for some red posts.
Tracking how a user’s language has changed both
since the start of their time on the forum and from
the start of a given thread seems likely to be able
to provide useful features for classification of such
cases.

Finally, the labeled data available for this task was
rather limited, and while we used the unlabeled data
in the creation of the topic models, our system in
general focused on the labeled data. Future work
might explore application of semi-supervised mod-
els, integrating both the unlabeled ReachOut data
and mental health posts from other forums.
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Abstract

The 2016 CLPsych Shared Task was to au-
tomatically triage posts from a mental health
forum into four categories: green (everything
is fine), amber (a moderator needs to look at
this post), red (a moderator urgently needs to
look at this post) and crisis (the person might
hurt himself or others). The final results for
the task revealed that this problem was not
an easy task. I chose to treat the problem
as a text categorization task using a system
composed of different Support Vector Ma-
chines (SVMs) in a one-vs-rest setting. This
approach was straight-forward and achieved
good performance in the final evaluation. The
major difficulty was to find suitable features
and feature combinations.

1 Approach

Treating the problem as a multi-class text cate-
gorization problem motivated the usage of linear
SVMs. SVMs promise good regularization in high
dimensional spaces (as this and most other text
spaces are) and have demonstrated empirical suc-
cess for many kinds of text categorization problems
(Joachims, 1998), (Manevitz and Yousef, 2002).

To map the posts into vector space, suitable fea-
tures had to be chosen. I experimented with three
different types of features. First and foremost the
traditional bag-of-ngram features: In information
retrieval and document classification tasks, docu-
ments are often treated as bag-of-words or bag-of-
ngrams. One distinct dimension represents each
distinct n-gram. These features simply assumed a

boolean value of 1 at index i in the feature vec-
tor, when the document in question contained the
n-gram represented by i, and 0 otherwise. I cre-
ated 1,2 and 3 grams based on the available data and
discarded those which appeared in less than twelve
documents. This resulted in a maximum number of
65287 features. The ngrams were drawn from the
tokenized main message text and the title (if the ti-
tle did not contain “Re:”, indicating that the title-text
might be from another user).

The second category of features were user fea-
tures: These described i.a. the ratios of green, am-
ber, crisis and red labels in a user’s history and the
label of his last post (if there was one). Motivation
were assumptions like: given a user posted a crisis
post, chances are higher that the next post of this
user is also a crisis post.

Also manually created were post features: these
features described the number of kudos and the time
of the post (in a categorical way). Motivation: Was
the post created very late in the night? This could
indicate sleep problems, which again could indicate
a crisis or red label.

For each label a different SVM was trained. The
best feature combination for each of the four SVMs
was searched on 250 development posts (these were
cut off at the end of the 947 training posts). Of
course, it was intractable to validate all different pos-
sible combinations of features. I chose to focus on
the following options:

1. all features

2. 1-grams

3. 1,2-grams
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4. 1,2,3-grams

5. 1,2 grams using 1k,5k..., 40k of the 2 grams

6. 1,2,3 grams using the best of 5. and 1k,5k,...,
15k of the 3 grams

7. The best of the above combinations with user
and/or post features

Taking also the 20 different options for the SVM
regularization parameter into account, more than
400 parameter combinations for each label were
checked. The four SVMs representing the labels
achieving the best label-wise F1-measure were cho-
sen for the multi-class classification.

The decision for the final label was based on the
soft outputs of the decision functions (dot-product
of weights and feature values) of the four one-vs-
rest classifiers. Here I chose to experiment with two
options: 1., argmax and 2., train another classifier
(used AdaBoost) on the output scores of the four
SVMs as a “meta-classifier”.

2 Results

Table 1 shows the F1-scores on the development
and test set of the best combination of parameters
found on the development set. For each single label
(vs. rest) and for the final multi-class classification
where the single binary classifiers were combined to
make a final decision. The evaluation measure of
the Shared Task was Macro F1, averaged over am-
ber, red and crisis. The argmax decisions of the soft

label feature option F1 Dev F1 Test

green 1,2 grams 0.88 0.89
amber 1,2 grams 0.60 0.62
red 1,21k,31k grams 0.48 0.48
crisis 1,21k,31k grams 0.37 0.0

all, argmax - 0.44 0.37
all, AdaBoost - 0.34 0.31

Table 1: Results of the best parameter options found on the

development set. In the final multi class classification, F1 means

Macro F1 averaged over all labels but green.

SVM-outputs outperformed the AdaBoost decisions
by 10% on development and 6% on test. For green
an F1 score of 0.89 was achieved. All labels but

“crisis” yielded better scores on test set. The signifi-
cant drop in performance from the development data
(44% Macro F1) to the test data (37% Macro F1)
mainly originated in the could-not-be-worse perfor-
mance for finding the crisis posts (37% F1 develop-
ment, 0% test).

3 Analysis

3.1 Why the total fail at labelling crisis?

Achieving 0.0 F1 for the label crisis had a very neg-
ative impact on the final Macro F1 measure. A pos-
sible explanation of the bad performance for crisis
is indicated by Figure 1. With respect to the ratio of
crisis, both train- and development set are not rep-
resentative for the held-out test set. Indeed, in the
test set, there was only one crisis in 241 test sam-
ples. As the final evaluation measure was Macro F1,

Train Dev Test
0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

green

amber

red

crisis

Figure 1: Label distirbutions in the different data sets used.

From left to right: green, amber, red and crisis.

this was the major reason for the heavy drop in per-
formance on the test data. Finding the only positive
sample out of 241 negative ones without making to
many guesses is very difficult. This again makes it
very likely for recall (and hence F1) to be zero. With
more guesses, the chances of finding this one sam-
ple may be still small while the precision (and hence
F1) for crisis drops (and probably also the scores of
the three other labels). With F1 = 0 for one out of
three labels, the Macro F1 was already bounded by
0.67. The best of my systems (Macro F1 = 0.37)
fired once on crisis and missed (the true crisis post
was labelled red - maybe not the worst of an error).
Another system I submitted fired 12 times on crisis,
but missed it every time. In fact, none of the five
systems I submitted was able to find this needle in a
haystack.

Two things I find important to conclude from that:
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1. Macro F1 was an evaluation measure bringing
a “harsh” punishment for mislabelling one spe-
cific sample.

2. a not-so-good F1 Macro score does not nec-
essarily imply a not-so-good system. As the
F1 for one out of three labels was always
zero, classifying the other two non-green labels
worked better (amber 0.62 F1 and red 0.48 F1).

3.2 The manually designed features did not
work well

In the first section I proposed two types of feature
sets, which intuitively made sense for me.

These features were designed manually and orig-
inated from motivations like: A user who posted a
crisis post before might be more likely to have an-
other crisis in his next post. Post features, also i.a.
described the time a post was submitted. However,
as it turned out, these features led to over-fitting
problems as indicated by figure 2. The figure de-
scribes functions of the SVM regularization param-
eter C with regard to 1. a feature vector containing
only uni-grams, 2. post and user features appended
and 3., only user features appended and 4., only post
features append. It is clearly visible that the usage
of the hand-crafted features led to problems on the
unseen development data.
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Figure 2: Performance of different feature combinations on the

unseen development set. Severe over-fitting problems occurred

when including the manually designed features.

3.3 Phrases with high weights assigned

The ranking of features by their respective squared
weights can be interpreted as metric of feature rel-
evance (Guyon et al., 2002). High weights (their
squared value to take negative weights into account)
influence the output of the decision function by ten-
dency more than low weights.

Table 2 displays, for each possible label, the
phrases with the highest weights (positive and nega-
tive). This analysis i.a. shows that emoticons were
of importance for the discrimination of posts. For
example,
:-) is negatively correlated with crisis, red and amber
and positively correlated with green. 72% of 65026
posts contained emoticons. Further interpretation of
the high weighted phrases is left to the reader.

4 Conclusion and Outlook

The approach I proposed was to train one SVM for
each label and do the final vote between the four
SVMs with an argmax of the soft-outputs of their
respective decision functions. The system led to
above-median performance in the final evaluation
of the Shared Task. The approach is also straight
forward, the major difficulty being the search for
good features and feature combinations there are
very many of these possible. The best performing
features turned out to be bag-of-phrase features: uni-
grams plus partially bi- and tri-grams. The SVMs
appeared to cope well with high dimensions (as ex-
pected), but not so well with the manually designed
features (as not expected). These features led to
problems on unseen data. It is very likely that there
exist features or sets of features which are able to
further enhance the automatic triage of posts, mak-
ing the SVM approach all in all a promising tech-
nique for this task.

As the results of all systems of all participants on
the held-out test set show, the automatic triage of
posts in a psychology forum is not an easy task. I
think that deciding whether a post is to be labelled
red (a moderator needs to look at the post as soon as
possible and take action) or crisis (the author might
hurt himself) is often not only difficult to decide for
machines, but also for humans themselves (maybe
even for psychological experts, especially without
knowing the author in person). Thus, for further ex-
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label phrases

green (-) don’t, cant, just, I’m, negative, want, help, don’t know, feeling, not, everything, do, scared, know,
anymore, help me, guess, feel, don’t want, has, nothing, :-(

green (+) be lonely, you, :-), your, :-D, awesome, proud, you are, love, 1, we, you can, good, for, hope,
well, you’re, if you, by, hey, morning, for you, how, 2, some, there

amber (-) :-), be lonely, your, you are, there, 1, day, I’m so, can, love, well, hope, anymore, will, :-D, 3,
sorry, hey, out, how, if you, into, you have, awesome, coming, you can, friend

amber (+) don’t, me, help, think, but, other, not, thanks, about, I’m, all, yeah, just, help me
those, have, put, negative, services, thank, anxious, lot, there’s, don’t have, thank you, isn’t, guess

red (-) for, thanks, you, about, :-), hope, too, good, proud, :-D, an, put, think, one, awesome, still,
me but, thought, but don’t, make, phone, week, other, sitting

red (+) breathe, :-(, passed, empty, ... ..., family, worse, should, feeling so, hospital, anymore, things are,
disappointment, incapable, shit, afraid, please, cant, practically, through this, identical, can not, failed

crisis (-) you, my, your, I’ve, :-), some, was, been, with, its, people, things, all, would, have, we, are, them,
love, see, there, said, much, after, not, good, someone, thing

crisis (+) can’t, life, just, for me, just want, back, negative, home, want, I’m so, thought about, me, sorry for,
anymore, worth, everything, feel like, die, harm, sorry, self, bad, unsafe, don’t know, tips, useless

Table 2: Features with the highest positive (+) and negative (-) weights for each label. Emoticons: :-) = happy emoticon, :-D =

very happy emoticon, :-( = sad emoticon.

amination and comparison of systems in this clas-
sification problem, I would suggest to also consider
other evaluation measures, which take not only er-
ror yes-no into account, but also the severity of an
error. With respect to a real world application, a cri-
sis post labelled red should not be as severe of an
error as handing out a green label: red and crisis (by
definition) are very close neighbors, crisis and green
are opposites.
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1 Introduction

Suicide is the third leading cause for death for
young people, and in an average U.S. high school
classroom, 30% have experienced a long period of
feeling hopeless, 20% have been bullied, 16.7%
have seriously considered suicide, and 6.7% of
students have actually made a suicide attempt.1

The 2016 ACL Workshop on Computational Lin-
guistics and Clinical Psychology (CLPsych) in-
cluded a shared task focusing on classification of
posts to ReachOut, an online information and sup-
port service that provides help to teens and young
adults (aged 15-24) who are struggling with men-
tal health issues.2 The primary goal of the shared
task is to identify posts that require urgent at-
tention and review from the ReachOut team (i.e.
moderators).

2 System Overview

We use Stanford CoreNLP (Manning et al., 2014)
for preprocessing (tokenization, lemmatization,
POS tagging) and a supervised learning approach
for classification. Section 2.1 describes the fea-
tures we use, and Section 2.2 describes our classi-
fiers.

2.1 Features

The features used in our model range from simple
unigrams to more complex features such as syn-
tactic, sentiment, psychological, and other data-
driven features.

• Unigram features: We choose the n most im-
portant unigrams based on their TF-IDF val-
ues, restricting attention to unigrams appear-
ing in between 2 and 60% of documents.

1http://us.reachout.com/about-us/what-we-do/; see also
Centers for Disease Control and Prevention 2015

2http://us.reachout.com

• Part-of-speech features: We use part-of-
speech (POS) tag counts for adverbs, pro-
nouns, and modal auxiliaries (e.g. can, can-
not, couldn’t, might).

• Sentiment features: For every post we gen-
erate three sentiment features, calculated as
follows: i) split the post into sentences; ii)
tag each sentence as one of {positive, neg-
ative, neutral} using Stanford CoreNLP; iii)
as three document-level features, include the
number of sentences that are tagged as nega-
tive, positive, and neutral.

• ReachOut meta-data features: From the
meta-data of the posts, we use: number
of views, time of day of the post, and the
board on which the post appeared. The
time feature is bucketed into eight cate-
gories, where each category represents a
three hour window. (This feature is based
on observations in the literature showing
that depressed users tend to be more ac-
tive on social media at night (Choudhury
et al., 2013).) The board is represented
as six binary features, one each for Ev-
eryday life stuff, Feedback Suggestion, Get-
ting Help, Intros, Something Not Right, and
mancave. For any post in the test set where
the board is not among these, the six board
features is set to zero.

• Emotion features: We use the count of emo-
tion words occurring in the post, based on
the NRC Word-Emotion Association Lexi-
con (Mohammad and Turney, 2013). The
emotions included are anger, anticipation,
disgust, fear, joy, sadness, surprise, and trust.
To expand the number of matches, we do
lookups in the NRC for words, tokens, and
lemmas and use the maximum value.
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• Linguistic Inquiry and Word Count (LIWC):
We include the category for each LIWC cate-
gory (Tausczik and Pennebaker, 2010) using
the post’s lemmas.

• Positive/negative counts: In non-green posts,
some users list “positives” and “negatives”
associated with the issue or situation the user
is facing. For example, a user might say Neg-
ative: Everything is going wrong in my life,
I feel so depressed and worthless. Positive: I
need to appreciate small things and be grate-
ful to what I have. We include the total num-
ber of such positive or negative lists as a sin-
gle feature whose value is the frequency of
any of the following tokens: (positive:, neg-
ative:, pos:, neg:). In the above example the
value of the feature would be 2.

• Mention features: As the mention feature, we
use the count of explicit user mentions (iden-
tified using @) within the post.

• The word count feature is the number of
words in the post.

In work after the the shared task was completed,
we also experimented with additional features that
were not part of our official submission.3

• ReachOut author: This binary feature is en-
abled when the user is ReachOut-affiliated
(e.g. moderator, staff). This feature is a cue
that the post is green (no further follow-up is
needed).

• Mental Disease Lexicon mentalDisLex: This
feature is a count tokens in the post that
match entries in a mental disease lexicon.4

• Word shape: We include two binary features
that reflect the occurrence of words that either
have character repetitions like “hmmm” or all
capitalized letters like “DIE”.

• Word embeddings: We use word2vec to
generate word embeddings as described
in (Mikolov et al., 2013).5 The post’s
document-level embedding is calculated as
the average of all the words’ vectors.

3For the rest of the document, when we mention features,
we mean the above features that were used in the official runs,
unless otherwise stated.

4http://mental-health-matters.com/psychological-
disorders/alphabetical-list-of-disorders

5http://word2vec.googlecode.com/svn/trunk/

2.2 Framework

We experimented with a diverse set of multi-class
balanced supervised classifiers.

2.2.1 Lexically based classifier
In this setup we used both the SVM (uniSVM) and
logistic regression (uniLR) classifiers. We use un-
igrams as binary features. We pick the top n uni-
grams based on their TF-IDF weighting scores and
combine them with the other features.

2.2.2 Non-lexical classifier
In this setup (nonLexLR), we incorporate all fea-
tures (Section 2.1) except the unigram features and
classify using the logistic regression classifier.

2.2.3 Two-stage classifier
This setup (2stage) is based on an ensemble super-
vised learning approach as depicted in Figure 1.
The first stage is a support vector machine clasi-
fier (Cortes and Vapnik, 1995) using lexical fea-
tures with TF-IDF weighting. The second stage is
a logistic regression classifier which uses the out-
put probabilities of the SVM classifier, along with
the features described in Section 2.1.

Figure 1: Two-stage classifier

Ensemble methods have proven to be more effec-
tive than individual classifiers when the training
data is significantly small (as shown in Table 1)
and not a good representative of the classes (Po-
likar, 2006).

2.2.4 Majority vote classifier:
In this setting (maj1), we use the majority vote
based on the uniSVM, uniLR, and nonLexLR clas-
sifiers.

3 Experiments

3.1 Dataset

The shared task dataset contains posts annotated
with four classes (green, amber, red, and crisis),
and the main goal is to correctly classify the posts
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that belong to the last three classes. Table 1 shows
the number of posts per class.

Subset green amber red crisis total
Train 549 249 110 39 947
Test 166 47 27 1 241

Table 1: Dataset Train-Test Stats

3.2 Metrics

For evaluation, we used the script provided by
the shared task organizers, which does not in-
clude the green labels.6 The evaluation metrics
are precision, recall, and F1-score for each of the
three classes (amber, red, crisis), in addition to the
macro F1 (official score).

3.3 Results & Discussion

During the system building phase, we experi-
mented with the models in Section 2.2 using 5-fold
cross validation (CV) on the training data, making
use of all the features mentioned in Section 2.1 ex-
cept word shape, author ranking, mental disease
lexicon, and word embedding features. For the
uniLR, uniSVM, and 2stage classifiers, we empir-
ically choose n = 300 as the number of most-
important unigrams based on best results of the 5-
fold CV.

Table 2 depicts the models’ performance on the
test data. Although they were not included in the
official submissions, Table 4 also includes the ex-
tra features we explored.

Model Test data
uniLR 0.32
uniSVM 0.34
nonLexLR 0.34
2stage 0.36
maj1 0.32

Table 2: Macro F1-Scores on Test Data

Two key challenges in this shared task turned
out to be the highly imbalanced data and the ex-
tremely small number of crisis and red posts, with
just 39 crisis posts in the training data and one
(!) crisis post in the test set. We addressed
the imbalanced dataset problem by using multi-
class balanced classifiers, and using five-fold cross
validation on training data (941 posts) helped to

6https://github.com/clpsych-2016-shared-task/ro-
evaluation

avoid design choices based on a particularly lucky
or unlucky training/test split (Khoshgoftaar et al.,
2007). However, in order to tackle the second is-
sue, we need a feature set that is capable of cap-
turing red and crisis posts, which are the most im-
portant classes since they require immediate ac-
tion from ReachOut’s moderators and/or adminis-
trators.

From Table 4, we observe that the mental dis-
ease lexicon feature set was the one capable of
capturing the single instance of crisis in the test
data; additionally, it improved the recall of red and
precision of amber. This results in our best sys-
tem performance, an unofficial post-shared-task
macro-F1 score of 0.45, which improves on the
best shared-task official score of 0.42. The LIWC
features also provide a major boost in performance
(on both CV and test data) which aligns with the
results in Table 2; there a feature set that does
not include any lexical features (0.34) performs
equally to a single classifier using a combination
of lexical and non-lexical features.

4 Conclusion & Future Work

We have presented a collaborative effort be-
tween George Washington University (GW) and
University of Maryland (UMD) to tackle the
CLPsych 2016 ReachOut shared task. Using
a 2-stage ensemble classification approach, our
best official submission yielded 0.36% macro-F1,
which is 6% short of the best system. However,
further feature experimentation after the conclu-
sion of the shared task yielded a macro F1 score
of 0.45%. In future work, we plan to experiment
with an extended ReachOut meta-data feature set
and to expand LIWC features using word embed-
dings.
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Abstract

The 2016 CLPsych Shared Task is centered
on the automatic triage of posts from a men-
tal health forum, au.reachout.com. In this pa-
per, we describe our method for this shared
task. We used four different groups of features.
These features are designed to capture stylistic
and word patterns, together with psycholog-
ical insights based on the Linguistic Inquiry
and Word Count (LIWC) word list. We used a
multinomial naive Bayes classifier as our base
system. We were able to boost the accuracy
of our approach by extending the number of
training samples using a semi-supervised ap-
proach, labeling some of the unlabeled data
and extending the number training samples.

1 Introduction

The 2016 ACL Workshop on Computational Linguis-
tics and Clinical Psychology (CLPsych) included a
shared task focusing on classification of user posts
in the mental health forum, au.reachout.com. Our
system is based on two main ideas: the use of word
lists that group words into psychologically meaning-
ful categories, and a semi-supervised approach in
order to increase the size of the training data. For the
word list we used, the Linguistic Inquiry and Word
Count (LIWC) (Pennebaker et al., 2007). LIWC is a
psychometrically validated lexicon mapping words to
psychological concepts and has been used extensively
to examine language in order to understand mental
health. For using some of the unlabeled data to train
our system we leveraged the idea of self-training.
This method consists of expanding the number of
label samples from the unlabeled data by using the

most confident samples, based on a pretrained sys-
tem on the label data. We were able to combine
these two ideas and develop a system that performs
significantly better than the baselines.

2 Task Description

The 2016 CLPsych Shared Task is based on the au-
tomatic classification of user posts from an online
mental health forum ReachOut1 into four different
categories according to how urgently the post needs
a moderator’s attention.

For the shared task, a corpus of posts tagged with
four different categories crisis/red/amber/green has
been provided. Table 1 describes each of the different
categories. A dataset of unlabeled data was also
provided. Table 2 describes the number of samples
of both the labeled and unlabeled data as well as the
test data.

The evaluation metric of the task is a macro-
averaged F-score over crisis, red and amber labels.
This was motivated by a system needing to get the
critical cases correct.

3 System description

In our system, we used a Multinomial naive Bayes
classifier together with features that aim to capture
the user’s cognitive processes and writing style. We
used a cross-validation approach in combination with
a Bayesian optimization for the parameter selection
using the provided training set.

1http://www.au.reachout.com
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Post’s
label

Description

crisis The author (or someone they know)
might hurt themselves or others (these
are red instances that are of immediate
importance).

red A moderator needs to look at this ASAP
and take action.

amber A moderator needs to look at this and
assess if there is enough responses and
support from other or if they should reply.

green A moderator does not need to prioritize
addressing this post.

Table 1: Categories of the post

Data Description
Train set 39 crisis, 110 red, 249 amber,

549 green posts
Test set 1 crisis, 27 red, 47 amber, 166

green posts
Unlabeled set 63797 posts

Table 2: Data distribution

3.1 Classifier
We explored different classifiers in our experimenta-
tion. Based on a cross-validation study on the training
set we choose to use Multinomial naive Bayes for
our final submission. We used the implementation
of the scikit-learn2 module (Pedregosa et al., 2011).
To account for the words not present in the training
vocabulary we explore the use of different smoothing
parameters. Using a smoothing parameter of 1 corre-
sponds to the classic Laplace smoothing, and values
below 1 correspond to Lidstone smoothing.

3.2 Features
We used the following features in our system:

• Unigrams and bigrams of words

• Prefixes and suffixes of lengths 2, 3, 4 and 5

• Number of kudos in the post

• For each category of the LIWC word lists, we
counted how many occurrences of each word
in the list the post has, and we created a vector

2scikit-learn.org/

representation for each post. The LIWC 2007
word list has 64 different word categories.

The unigram and bigram features are intended to
capture writing patterns of words that are associated
with each label. For example, unigrams and bigrams
such as harm, overwhelmed, hurts, and can’t handle
are usually associated with negative feelings that we
want our system to be able to capture as red and crisis
labels. The same happens with positive words that
are more typically associated with the green label.

The number of kudos of the post was used to better
distinguish positive posts from the others. In general,
posts labeled as green have more kudos than the rest.
Prefixes and suffixes are added since they have shown
to perform well in many text classification tasks.

3.3 Parameter Optimization

We used the Bayesian optimization framework pro-
vided by SigOpt3. This framework is an alternative
to the classic grid search approach, where parameters
are explored in an exhaustive way. Table 3 describes
the ranges of values explored for the classifier. We
also tested the same set of parameters with a differ-
ent combination of features. We found that using
trigrams decreased the performance as well as us-
ing more than five character prefixes or suffixes as a
feature.

Parameter Range of values
Smooth term(α) (1, 0.8, 0.4, 0.2, 0.1)
Class weight exhaustive search of 10%

increase for each class

Table 3: Parameter exploration for the classifier

We also explored feature selection algorithms.
However in the 8-fold cross validations over the train-
ing set that we performed none of them gave us better
performance than when all the features were used.

4 Self-training

Self-training is a method to expand the number of la-
beled samples given the high cost of labeling samples
in the text processing domain (Nigam et al., 1998).
We optimized our system in order to achieve the max-
imum possible f1-macro-average that is used as the

3https://sigopt.com/
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official score using an 8-fold cross validation on the
training dataset. We ranked each system as the mean
over all the f1-macro-average of the three classes of
the 8 runs. We then ran our algorithm in the unla-
beled data and selected the most confident samples
for each class. The confidence was measured based
on the posterior probability of the Multinomial naive
Bayes classifier. In order to keep the class balanced
in the same way as the training data, we selected only
100 samples in this way 4 crisis, 11 red, 26 amber,
and 59 green. In our experimentation with the 8-fold
cross-validation of the training set, including the sam-
ples found by self-training improved the f1-macro
average of our system by 0.12. It also helped to ex-
tend the vocabulary of some of the words not present
in the training samples.

5 Results

In this section, we present the results of our system.
We used two baseline systems. The first baseline
consists of random assignment of labels with any of
the three classes crisis/red/amber. The second is a
majority class, always predicting amber. The first
baseline achieves a macro average f1-score of 0.11,
and the second system achieves a macro average f1-
score of 0.10.

5.1 Official results

Our system results are summarized in Table 5 and
Table 4, and the overall official statistics of all the
teams submissions are summarized in Table 6. From
the precision and recall results of Table 4 we can
conclude that our system was balanced in terms of
achieving a similar precision and recall for each one
of the classes. The system incorrectly assigned three
posts a crisis label and was not able to predict the
only crisis post present in the test data. This post
in particular contained vocabulary not seen in the
training set, which made it difficult for our system to
detect it correctly, instead our system assigned it a
red label.

Our system performed a little above the median
of all the team best scores with a 0.34 official score.
Our system would require an increase 0.08 in the f1-
average-macro to score as the best participant. In the
non-green vs. green macro f-score and the non-green
vs. green accuracy we performed above the median

label precision recall f1-score
crisis 0.00 (0/3) 0.00 (0/1) 0.00
red 0.46 (11/24) 0.41 (11/27) 0.43
amber 0.53 (30/57) 0.64 (30/47) 0.58

Table 4: Precision, recall, and f1-score of our system for the

three classes used for the official score.

Measurement Our Score
official score (f1-macro) 0.34
accuracy 0.77
non-green vs. green macro f-score 0.79
non-green vs. green accuracy 0.86
random crisis/red/amber (f1-macro) 0.11
all amber (f1-macro) 0.10

Table 5: Official results of our system together with baseline 1

and 2

Measurement min. max. median
of team

bests
official score
(f1-macro)

0.13 0.42 0.335

accuracy 0.42 0.85 0.775
non-green vs. green
macro f-score

0.58 0.87 0.77

non-green vs. green
accuracy

0.60 0.91 0.85

Table 6: Official statistics of the overall results

of the team bests. It is important to mention that the
selected metric is very sensitive to the crisis label. If
the crisis post was labeled correctly, the official score
would have increased to around 0.50.

5.2 Analysis and discussion
The most difficult part of the shared task was the
highly skewed distribution of the training samples.
The smallest class, crisis, has 39 samples and the
largest class, green, has more than 500 samples. We
assumed the distribution of each class to be repre-
sentative of the distribution of the whole popula-
tion. If more information can be known a priori
about the class distribution, our system could be ad-
justed to model such a distribution. During the cross-
validation study of the training samples, we found
that distinguishing between the red and the crisis
class was the most challenging part of the problem.
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We found that sometimes even for a human it is dif-
ficult to distinguish between one or the other, given
the informal language used in the online posts.

In order to understand the types of posts present in
the unlabeled data, we ran our self-training algorithm
multiple times to understand how it will be biased
towards the classes and to get familiar with data. We
found that in the forum there were some particular
threads where users tend to post very negative posts.
We found that many of the posts in this thread were
either crisis or red. We performed a study to replace
the given training sample with some of these posts
and study the mean performance in an 8-fold cross
validation. We found that the performance was lower.
In particular, those posts were structured in a specific
way, people will post something very positive, fol-
lowed by something very negative. This structure
of the post was very challenging for our system. Ei-
ther the posts were assigned to green or crisis label
depending on the data present in each fold of the
cross-validation iteration.

From the gold data, we could see that most of the
errors of our system were due to new vocabulary not
present in the training set. We tried to account for
this with the use of a smoothing parameter in the clas-
sifier but more work is needed in this respect. One
way could be to train a word embedding using the un-
labeled data in such a way that semantic similarities
of words not present in the training samples can be
modeled in the test set.

6 Related work

In the previous versions of the workshop some sys-
tems have been proposed to solve similar challenging
problems using some or similar features to the ones
we used in our system. In (Mitchell et al., 2015) a
system was developed for quantifying the language
of schizophrenia in social media based on the LIWC
lexicon. This study also showed that character n-
grams over specific tweets in the user’s history can
be used to separate schizophrenia sufferers from a
control group. In (Pedersen, 2015) a system based
on decision lists was developed to identify Twitter
users who suffer from Depression or Post Traumatic
Stress Disorder (PTSD). The features in this system
are based on n-grams of up to 6 words. In this sys-
tem, the usage of larger n-grams performed better

than bigrams. In our experiments, we only tried with
n-grams up to length 3 and found that the best per-
forming system in the cross-validation of the training
data was obtained using bigrams.

7 Conclusion

In this paper, we have briefly described our submis-
sion to the CLPsych 2016 shared task. We found
that the best result was achieved when the number of
label samples was expanded by using a self-training
approach. We also saw that the performance of the
system degraded when some challenging posts with
both very positive and negative information were in-
cluded. We also used a method for parameter tuning
that accelerated our experimentation significantly as
compared with the exhaustive grid search algorithm
and we expect this to be useful for other researchers
in the field.

In future work, we plan to study the use the un-
labeled data to extend the vocabulary and in this
way help us model words not present in the train-
ing sample. We also plan to do a more exhaustive
experimentation on different algorithms to label the
unlabeled data to increase the amount of training data
used to train our system. Finally, we expect to study
in more detail how the pattern of posts over a period
of time can be used to predict the likelihood of a user
to post a crisis or red kind of post.
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Abstract 

In this paper, we present our methods for the 

2016 CLPPsych shared task. We extracted and 

selected eight features from the corpus consist-

ing of posts from ReachOut.com including the 

information of the post’s source board, num-

bers of kudos and views, post time, ranks of the 

authors, unigram of the body and subject, fre-

quency of the used emotion icons, and the topic 

model features. Two support vector machine 

models were trained with the extracted features. 

A baseline system was also developed, which 

uses the calculated log likelihood ratio (LLR) 

for each token to rank a post. Finally, the pre-

diction results of the above three systems were 

integrated by using a global ranking algorithm 

with the weighted Borda-fuse (WBF) model 

and the linear combination model. The best F-

score achieved by our systems is 0.3 which is 

based on the global ranking method with WBF. 

1 Introduction 

The Internet and the WWW (World Wide Web) pro-

vide ubiquitous access to the information all around 
                                                      
* Corresponding author. 

the world, drastically remodeling how humans ac-

quaint facts, comprehend knowledge and communi-

cate with others. For example, at online health com-

munities, patients and their close persons learn dis-

eases and gain insights, seek and offer helps and 

supports, and become familiar with others with sim-

ilar conditions (Neal et al., 2006). Physicians and 

other medical professionals also involves online 

health communities through content sites, web fo-

rums, social media, or other means, providing ad-

vices and services (Guseh et al., 2009). 

Online board moderators save psychiatric pa-

tients from emotional distresses and suicidal at-

tempts (Barak 2007). With proper modulation, even 

previous self-harm patients become altruistic board 

members and helpers (Smithson et al., 2011). How-

ever, some unmodulated online forums may contain 

improper posts and messages, influencing and guid-

ing patients’ judgements and behaviors in deviant 

ways. Some self-harm victims report learned behav-

iors from online forums (Dunlop et al., 2011).  

As the messages at online forums are numerous, 

manual evaluations and responses by broad modu-

lators become tedious and helps may be delayed.  

With the advances in natural language processing 
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(NLP), automatic text categorization become possi-

ble and might be integrated into the code base of 

online forums to assist modulators. The third annual 

computational linguistics and clinical psychology 

(CLPsych) workshop, held by Association for Com-

putational Linguistics, focus on language technol-

ogy applications in mental and neurological health. 

As a participant of the 2016 CLPPsych shared task, 

we develop a NLP system to automatically classify 

posts from ReachOut.com mental health forum into 

one of the red/amber/green/crisis semaphore that in-

dicates how urgently a post needs moderator atten-

tion. 

2 Methods 

The input of our system is the ReachOut.com forum 

posts represented in the XML format. The following 

features are extracted from the structural content 

and selected by the information gain algorithm us-

ing tenfold cross validation (CV) on the training set. 

 

1. Source board: The link of the board contains 

the post, such as “/boards/id/Some-

thing_Not_Right”, and “/boards/id/Tough-

Times_Hosted_chats” is extracted as a nom-

inal feature. 

2. Kudos: The number of kudos (equivalent of 

up-vote) given to a post is extracted as a nu-

meric feature. 

3. Post and the last edit time: The creation and 

the most recent edit timestamp for the post. 

In this work, the value was equally discre-

tized into 24 distinct ranges and encoded as 

a nominal feature to indicate a certain hour 

of a day.  

4. Views: The number of times the post has 

been viewed is extracted as a numeric feature. 

5. Rank of the author: The rank, such as “Mod 

Squad”, and “Frequent scribe”, of the author 

of the post in the forum was extracted and 

encoded as a nominal feature. 

6. Subject and body: The text of the post’s sub-

ject and the body of the post were extracted. 

                                                      
1 https://tika.apache.org 
2 http://nlp.stanford.edu/software/tmt/tmt-0.4/ 

Because the content of the body includes es-

caped HTML tags, Apache Tika1 was used to 

extract all of the plain texts from these 

HTML tags. Twokenizer (Owoputi et al., 

2013) was then used to tokenize the ex-

tracted texts. Finally, the normalization pro-

cess proposed by  Lin et al. (2015) was used 

to normalize all tokens. The unigrams of the 

normalized texts from both the subject and 

body were extracted as features. 

7. Emotion icon frequency: Based on all of the 

extract body contents, twelve emotion icon 

types used in the forum were observed, 

which include “Happy”, “VeryHappy”, 

“Tongue”, “Embarassed”, “Frustrated”, 

“Wink”, “Surprised”, “Heart” “LOL”, “In-

different” and “Mad”. The frequencies of the 

occurrences of the above icons were deter-

mined by parsing the body content for each 

post. 

8. Topic model: The features were produced in 

two steps. The first step was to train a topic 

model using the training set and the second 

step was to use the trained model to generate 

features. The type of topic modelling fea-

tures extracted in this study include (1) the 

topic distribution weights per instance and (2) 

the binary features to represent the presence 

of a keyword term (obtained from the topics 

generated) in a given instance. Above fea-

tures were created by using Stanford topic 

modeling toolbox2. 

The extracted features trained with the support 

vector machine (SVM) (Cortes et al., 1995). Two 

SVM models were created. One used features one 

to seven and the other used all eight features. In ad-

dition to the supervised learning method, a baseline 

system based on the log likelihood ratio (LLR) was 

developed. In this system, we ranked the tokens ob-

served in the training dataset based on their values 

calculated by using LLR and selected the tokens 

with positive values to compile a keyword list for 

each triage label. The compiled lists were then used 

to rank a given post. The triage label with the high-

est LLR value is selected as the output for the post. 
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Finally, we merge all results of above three sys-

tems by using a global ranking method based on two 

data fusion algorithms (Dai et al., 2010). First of all, 

the outputs of all three systems were collected and 

their performance on the tenfold CV training set 

were determined. The simple weighting scheme 

based on the weighted Borda-fuse (WBF) model 

was employed, which multiply the points assigned 

to a semaphore determined by a system by the F-

score of that system. The second fusion algorithm is 

the linear combination (LC) model which multiplies 

the predictions probability of a semaphore deter-

mined a system by the F-score of that system. 

3 Results 

We submitted five runs. Both the first and the sec-

ond runs are based on SVM. As mentioned in the 

Methods section, the first run includes features one 

to seven, while the second run further adds the topic 

model feature. The third run is the baseline system 

based on LLR. The fourth and fifth runs are created 

by using the global ranking method with WBF and 

LC, respectively. Table 1 and 2 shows the results of 

the submitted runs.  

As shown in Table 1, the best run of our system 

achieves an F-score of 0.3, which is based on the 

global ranking with WBF. The second best run is 

the SVM model w/o topic model features. However, 

the difference between the two runs may not be sig-

nificant.  

4 Discussion  

Here we only focus on the comparison between the 

run 1 and 2. A manual inspection of the keyword 

terms within the topics generated from the training 

set shows that the topics didn’t quite capture the 

themes correctly, as the words within the topic don’t 

belong to a particular theme. For example, if we see 

the top keyword terms within the topics for 4-topic 

model, negative sentiment is not captured effec-

tively though the dataset had several negative senti-

ment themed topics. In addition, words which stand 

for positive and negative sentiments are grouped un-

der the same topic. Also, the analysis of the docu-

ment topic distribution shows that in almost all the 

instances, one particular topic is having the most 

weight, making it hard for our classifier to discrim-

inate themes and sentiments.  

5 Conclusion 

This work selected eight features and studied their 

impact for the triage task of ReachOut.com posts. 

The global ranking algorithm is then used to com-

bine the generated results from three systems. In the 

future work, we consider to apply ensemble classi-

fiers and compare the results with the ranking-

based method. 
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Run Non-green vs. green 

macro F-score 

Non-green vs. 

green accuracy 

1 0.8 0.87 

2 0.66 0.74 

3 0.62 0.76 

4 0.76 0.83 

5 0.69 0.79 
 

Table 2:   Non-green vs. green F-score and accuracy of the 

submitted runs. 
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Abstract

We detail our approach to the CLPsych 2016
triage of mental health forum posts shared
task. We experiment with a number of fea-
tures in a logistic regression classification ap-
proach. Our baseline approach with lexical
features from a post and previous posts in
the reply chain gives our best performance of
0.33, which is roughly the median for the task.

1 Introduction

The CLPsych 2016 shared task requires the triage of
forum posts from the ReachOut.com forums, a sup-
port forum for youth mental health issues. The triage
task centres on directing forum moderators to posts
which required the most immediate attention (Calvo
et al., 2016). For this task, a set of posts from the
forum are each annotated with one of the labels cri-
sis, red, amber or green, which indicate decreasing
degrees of urgency of moderator addition. All unla-
belled posts are made available for systems.

This task follows other studies of social me-
dia discourse as it relates to clinical psychology
(Thompson et al., 2014; Schwartz et al., 2014; Cop-
persmith et al., 2015; Schrading et al., 2015). Anal-
ysis of ReachOut.com posts is interesting as posts
are made by young individuals who have originally
come to the forum seeking some kind of help, but
over time may participate in several different capaci-
ties. Typically most users will initially need support,
but this need may substantially increase or decrease
over time; users may also support each other or use
the forums for activity unrelated to mental health.

Our approach to this task was primarily focussed
on implementing a straightforward baseline and ex-
perimenting with a few ideas derived from experi-
ence looking at the data in detail. While the data it-
self is definitely sequenced, we choose not to model
this as a sequence problem, primarily because we
expect the meaningful sequences to be fairly short:
typically users either create new posts that are gener-
ally relevant to the original post in a thread, or reply
to a specific post.

We further motivate this local post comparison
by considering the annotation flowchart distributed
with the data. Many labelling decisions are affected
by whether the user’s state is considered to be the
same, or if their condition has gotten worse. Key to
this task is capturing change in author language, and
identifying how this reflects a change in their state-
of-mind and change of condition.

We implement a feature set based on basic post
features and author history and thread context, us-
ing the sequence of replies that lead to a post as the
context for that post. We experiment with a num-
ber of additional features, but our baseline approach
provides our best result of 0.33, which puts our per-
formance at the median overall.

2 Features

We make use of post lexical features, author history
and thread history for classification.

2.1 Preprocessing

Prior to extracting features, we perform some basic
preprocessing on post text. We unescape HTML en-
tities, remove images and replace emoticons with the
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name of the emoticon to simplify processing. We
remove blockquotes entirely, as we want extracted
features to be from the content of the current post.
We tokenise using the NLTK TweetTokenizer, as we
expect the web forum text to be fairly casual and
similiar to the Twitter domain for the purposes of
tokenisation.

2.2 Lexical features
We extract unigrams and bigrams as post features,
and continue to use this feature space for the below
contexts.

2.3 Reply chain features
Instead of using the sequence of posts in a thread
as context, we make use of the chain of replies to a
post as the context for that post. We make use of two
posts in that context: the most recent post before the
current post that has the same author as the current
post, and the most recent post to the current post. We
retrieve unigrams and bigrams for these posts. We
then extract three different types of features: the in-
tersection of unigrams and bigrams with the current
post; those that occur in the current post but not the
previous post; and those that occur in the previous
post but not the current. Note that there are separate
feature spaces for author posts and non-author posts.

2.4 Unused features
We experimented with a number of features which
did not improve results. These include use of n-
gramfeatures from the first post in thread of the
post; use of lemmas instead of words; cosine sim-
ilarity between post bag-of-words; and thread type.
We manually identify these thread types for threads
which have a substantially different structure to oth-
ers, such as the Turning Negatives Into Positives and
TwittRO. We identify 1 post as game, 2 as media
(e.g. image threads), 5 as semi-structured and
5 as short (e.g. TwittRO).

3 Data and training

The released training corpus contains 65,024 posts,
947 of which are annotated with triage labels. For
development, we split this into a train set of 797
posts and a development set of 250 posts. We use
a scikit-learn logistic regression classifier, using a
grid search over a regularization hyperparameters

Figure 1: Confusion matrix on the development data.

Label Precision Recall F-score
macro-avg 0.42 0.41 0.42

crisis 0.00 (0/0) 0.00 (0/13) 0.00
red 0.58 (14/24) 0.61 (14/23) 0.60

amber 0.68 (40/59) 0.62 (40/64) 0.65
Table 1: Final scores for run 1 settings on development data.

over 10-fold cross validation over the train set. Re-
sults on development data in Table 1. Figure 1
shows the confusion matrix, including green clas-
sifications. We note that a large number of confu-
sions happen between amber and green, largely due
to their larger representation in the data. For the full
task we use the full 947 posts for training. The test
set adds an additional 731 posts.

We experimented with using a cascaded classifi-
cation approach, classifying crisis v. non-crisis, red
v. non-red and amber v. non-amber in sequence,
however this approach did not perform well. We also
experimented with treating the task as a regression
task, mapping crisis to a value of 1.0, red to 0.66,
amber to 0.33, and green to 0.0. The idea is that we
expect there to be a gradient to post severity rather
than a distinct underlying set of 4 labels, and this
gradient may be better modelled via a regression ap-
proach. Our implementation has lower results than
our approach using discrete labels, but we consider
this to be a possible direction for future approaches
to this task.
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run score accuracy ngvg ngvg accuracy
1 0.33 0.78 0.73 0.85
2 0.32 0.76 0.72 0.83

Table 2: Official results. ngvg is non-green vs green.

Label Precision Recall F-score
crisis 0.00 (0/0) 0.00 (0/1) 0.00

red 0.61 (11/18) 0.41 (11/27) 0.49
amber 0.50 (23/46) 0.49 (23/47) 0.49

Table 3: Run 1 per-label scores.

4 Results

We submit two runs, for both L2 (run 1, with regu-
larisation parameter C = 1) and L1 (run 2, with reg-
ularisation parameter C = 100) regularisation. Our
official results are in Table 2, with per-label break-
downs of each run in Tables 3 and 4.

While other labellings fall outside the official
metric for the shared task, we are interested in the
performance of a system trained on only non-green
vs green as opposed to all 4 triage labels. We run this
configuration with the same settings as run 1. This
configuration has an F-score of 0.80 on our devel-
opment data, and a score of 0.82, which above our
multiple label F-score of 0.73. This may be a use-
ful setup for a two-stage classification or an actual
implementation for ReachOut.com moderators.

5 Discussion

Run 1 performs at the median, and may be an in-
formative baseline. Interestingly, many of the fea-
tures that we explored decreased or did not signifi-
cantly improve performance. This is possibly due to
feature sparsity: the amount of training data is rela-
tively small, and most of these features likely are not
informative. We note that L2 regularisation gives
our best performance, the data set is small, and L2
keeping more features from the training data helps
compensate for feature sparsity better than L1 regu-
larisation.

Notably, both of our runs returned very few crisis

label Precision Recall F-score
crisis 0.00 (0/0) 0.00 (0/1) 0.00
red 0.52 (11/21) 0.41 (11/27) 0.46
amber 0.50 (23/46) 0.49 (23/47) 0.49

Table 4: Run 2 per-label scores.

labellings: both returned 1 labelling which was in-
correct. This is somewhat surprising, particularly as
a label F-score of 0% is particularly penalised with
a macro-averaged metric, however given the lack of
instances for training this is not unreasonable.

6 Conclusion

We participated in the CLPsych 2016 shared task,
providing a baseline approach using a small feature
set that gave a near-median performance of 0.33. We
look forward to continuing to work on this task.
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Abstract

This paper presents a system capable of per-
forming automatic triage of forum posts from
ReachOut.com, a mental health online forum.
The system assigns to each post a tag that in-
dicates how urgently moderator attention is
needed. The evaluation is based on experi-
ments conducted on the CLPsych 2016 task,
and the system is released as an open-source
software.

1 Introduction

This paper describes a system that was presented
at the CLPsych Shared Task 20161. The goal of
the task is to perform automatic triage of user posts
gathered from the ReachOut.com mental health on-
line forum2. Posts must be classified into four cat-
egories (green, amber, red, and crisis), which indi-
cate how urgently any intervention from forum mod-
erators is required. The automatic triage of Rea-
chOut forum posts is a challenging task. First, the
targeted documents - from the amber, red, and cri-
sis classes - are highly underrepresented in the data
to be analyzed. Second, forum post content can be
highly noisy, since posts commonly present sym-
bols, emoticons, pictures, and mispelled words.

The objective of an automatic triage of ReachOut
posts is to allow forum moderators to quickly iden-
tify posts that require urgent intervention. Posts la-
beled as red or crisis could indicate an imminent
dangerous or harmful condition, for example, an au-
thor that suggests a possibility of self-harm.

1http://clpsych.org/shared-task-2016/
2http://au.reachout.com/

To handle the task of ReachOut post automatic
triage, we propose a system relying on the combina-
tion of two text classification techniques, namely su-
pervised learning and rule-based classification. Our
experiments are performed utilizing three classifi-
cation algorithms, and classification rules designed
based on discriminative vocabularies selected from
documents of the minority classes. In addition, we
studied the use of different feature types and subsets.

This paper is organized as follows: Section 2 de-
scribes some related works while Section 3 provides
details about our approach, and the system architec-
ture. Experiments and results are reported in Sec-
tion 4, and we conclude in Section 5.

2 Related Work

The automatic triage of documents can be used to
support a variety of data handling processes. It sup-
ports professionals and researchers working in the
medical (Tuarob et al., 2014; Almeida et al., 2015)
or biological fields (Almeida et al., 2014). Data
gathered from forum posts have been used in several
related classification tasks. In (Huh et al., 2013), the
triage supports patients handling several health con-
ditions, while it was used to identify mental health
issues in (Saleem et al., 2012), and to recognize user
sentiments in (Thelwall et al., 2012).

Designing efficient automatic approaches for tex-
tual data triage can be challenging, especially when
documents of interest represent a very small part
of the entire dataset. Machine learning approaches
are impacted by the class distribution, and many
classifiers do not perform well in unbalanced con-
texts. Support Vector Machines (SVM) (Vapnik,

183



1995) were previously utilized in forum post triage
handling mental health subjects (Saleem et al.,
2012). Models using Sequential Minimal Optimiza-
tion (SMO) (Platt, 1998) for optimizing SVM, were
applied to perform sentiment analysis in forum data,
outperforming other methods when used on large
datasets (Thelwall et al., 2012). Logistic Model
Trees (LMT) (Landwehr et al., 2005) were shown to
outperform other classification algorithms in tasks
that handle (highly) imbalanced data (Charton et al.,
2013; Almeida et al., 2014). Previous studies have
combined rule-based and supervised classification
approaches to handle forum posts (Saleem et al.,
2012), patients medical records (Xu et al., 2012),
or sentiment in social media (Chikersal et al., ). In
these works, combined strategies usually obtained
better performance compared to supervised only or
rule-based only approaches.

The use of lexical features, such as n-grams, Part-
Of-Speech (POS) tags, and lemmas, as well as sen-
timent dictionaries, were shown to perform well in
tasks handling forum posts (Biyani et al., 2014),
and mining sentiments or opinion (Thelwall et al.,
2012). Feature selection methods have been stud-
ied to choose relevant attribute subsets (Liu et al.,
2010; Basu and Murthy, 2012). Among these meth-
ods, Correlation-based Feature Selection (CFS) se-
lects a subset of attributes that are highly corre-
lated with the class, yet uncorrelated with each
other (Hall, 1999). Methods to determine relevant
vocabulary for specific class labels were previously
studied (Melville et al., 2009; Charton et al., 2013).
Melville et al. (2009) built a discriminative vocab-
ulary to represent sentiment polarity, while Charton
et al. (2013) used one to represent minority classes.
In both cases, the use of discriminative vocabularies
in the classification models improved performance.

3 Methodology

To tackle the task of automatic triage of forum posts,
the proposed system combines rule-based and ma-
chine learning based classification. Our approach
makes use of several feature types, such as n-grams,
POS tags, and a sentiment dictionary generated
from two sentiment libraries. Various features sub-
sets were filtered using the CFS feature selection
method. In the following sections we explain with
more details the system pipeline, and the methods

Training Test
Class # posts ratio (%) # posts ratio (%)
Green 549 57.49 166 68.88
Amber 249 26.30 47 19.50

Red 110 11.61 27 11.20
Crisis 39 4.18 1 0.42
Total 947 100 241 100

Table 1: Statistics on the CLPsych Shared Task 2016 dataset

utilized in each step.

3.1 CLPsych Dataset

The CLPsych corpus consists of 65024 publicly
available posts gathered from the ReachOut forum,
which have been posted between July 2012 and May
2015. Among these posts, 1188 posts were manually
annotated with class labels, then split into a training
and a test set. The training set is composed of 947
posts while the test set contains 241 posts. The class
distribution on the training and the test data is shown
in Table 1.

3.2 Feature Extraction and Selection

Prior to performing feature extraction, the forum
posts were pre-processed by normalization proce-
dures, which included normalizing HTML charac-
ters, symbols, punctuation, smiley pictures, and smi-
ley symbols. Each smiley was replaced by a cor-
responding word extracted either from the picture
URL, or from a concise mapping containing the
smiley textual meaning (e.g., :) or =] or :D are
all replaced by happy). The features used in our
experiments were of type bigrams, POS tags, and
sentiments. Extraction of POS tags was performed
using the POSTaggerAnnotator from the Stanford
CoreNLP suite (Manning et al., 2014). POS fea-
tures are composed of forum post words annotated
with discriminative POS tags, which were adjec-
tive (JJ*), nouns (NN*), predeterminer (PDT), par-
ticle (RP), and verbs (VB*). The selection of dis-
criminative POS tags was based on experimental re-
sults. Sentiment features are dataset lemmas found
within a sentiment dictionary. The dataset lem-
mas were extracted using the Stanford CoreNLP
suite. We built a sentiment dictionary based on a
list of feeling words used in mental status exams
(see http://psychpage.com/learning/library/

assess/feelings.html), and a conceptual feature
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Feature type # features # CFS features
Bigrams 35,442 73
POS 5,828 43
Sentiments 2,387 45

Table 2: Number of unique features in CLPsych dataset

map from SenticNet (Cambria et al., 2014). Stop-
words were not removed from the data, since they
seem to carry relevant discriminative power for the
task, as previously demonstrated by (Saif et al.,
2014). All feature lists were separately filtered by
the CFS method. Feature distributions by type be-
fore and after CFS filtering are reported in Table 2.

3.3 Classification Algorithms

We performed experiments utilizing three classifi-
cation algorithms: Bayesian Network (BN) (Pearl,
1988), SMO, and LMT. A BN is a probabilistic di-
rected acyclic graph, in which nodes are random
variables with arcs representing their conditional de-
pendencies. BN was used as a baseline classifier.
SMO-SVM were previously applied in similar tasks
as described in Section 2. SMO (Platt, 1998) is an
optimization algorithm for training SVMs. SMO
is an iterative algorithm that solves the quadratic
programming problem of SVM training by break-
ing it into smaller sub-problems easier to solve. As
described in Section 2, LMT previously demon-
strated good performance in classification tasks on
imbalanced datasets. LMT is an algorithm that pro-
duces decision trees with linear logistic models at
the leaves.

3.4 Discriminative Vocabulary Rules

For the red and the crisis classes, a discrimina-
tive vocabulary was utilized to develop classifica-
tion rules. The discriminative vocabulary was ex-
tracted from red and crisis labeled documents. The
extraction of the discriminative vocabulary was im-
plemented with the approach described in (Charton
et al., 2013). The relative frequency of each word
is computed for each class. Then, the average dif-
ference of word frequencies between the red/crisis
classes and the green and amber classes is com-
puted. Each word for which the average difference
is above an experimentally set threshold is added to
the discriminative vocabulary of a given class. After
defining the discriminative vocabularies for the red

model LMT & rules (5 words)
class Precision Recall F-measure
crisis 0.22 (15/69) 0.38 (15/39) 0.28

red 0.24 (36/150) 0.33 (36/110) 0.28
amber 0.26 (51/196) 0.20 (51/249) 0.23

accuracy 0.45
macro-averaged F-score 0.26

model SMO & rules (5 words)
class Precision Recall F-measure
crisis 0.25 (14/56) 0.36 (14/39) 0.29

red 0.24 (33/136) 0.30 (33/110) 0.27
amber 0.25 (51/169) 0.17 (42/249) 0.20

accuracy 0.47
macro-averaged F-score 0.25

model BN
class Precision Recall F-measure
crisis 0.08 (2/26) 0.05 (2/39) 0.06

red 0.09 (9/98) 0.08 (9/110) 0.09
amber 0.27 (55/205) 0.22 (55/249) 0.24

accuracy 0.44
macro-averaged F-score 0.13

Table 3: Results obtained on training set

and the crisis classes, we utilized up to the five best
ranked vocabulary terms to build classification rules
based on the appearance of these words in a forum
post. The rules were applied on top of the predic-
tions made by the supervised classifiers.

4 Experiments and Results

We performed a set of experiments to evaluate the
usage of different classifiers, feature sets (combining
different feature types), as well as the use of CFS,
and finally the integration of classification rules to
the supervised approach. The system pipeline is im-
plemented as follows:

1. Dataset pre-processing and normalization
2. POS and lemma annotation
3. Feature extraction (POS tags, bigrams, senti-

ments)
4. CFS filtering of feature sets
5. Generation of documents versus features ma-

trix using selected feature subsets
6. Output of predictions by machine learning

based classifiers
7. Re-evaluation of predictions using classifica-

tion rules
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Run 1 model LMT & rules (5 words)
class Precision Recall F-measure
crisis 0.00 (0/10) 0.00 (0/1) 0.00

red 0.33 (8/24) 0.30 (8/27) 0.31
amber 0.49 (20/41) 0.43 (20/47) 0.45

accuracy 0.72
macro-averaged F-score 0.26
Run 2 model LMT & rules (3 words)
class Precision Recall F-measure
crisis 0.00 (0/9) 0.00 (0/1) 0.00

red 0.36 (9/25) 0.33 (9/27) 0.35
amber 0.49 (20/41) 0.43 (20/47) 0.45

accuracy 0.72
macro-averaged F-score 0.27
Run 3 model SMO & rules (5 words)
class Precision Recall F-measure
crisis 0.00 (0/8) 0.00 (0/1) 0.00

red 0.43 (10/13) 0.37 (10/27) 0.40
amber 0.59 (19/32) 0.40 (19/47) 0.48

accuracy 0.74
macro-averaged F-score 0.29
Run 4 model LMT only
class Precision Recall F-measure
crisis 0.00 (0/6) 0.00 (0/1) 0.00

red 0.46 (6/13) 0.22 (6/27) 0.30
amber 0.45 (21/47) 0.45 (21/47) 0.45

accuracy 0.75
macro-averaged F-score 0.25

Table 4: Results obtained on test set

Our official accuracy non-green non-green
results macro v. green v. green

run F-m macro F-m accuracy
run 1 0.26 0.72 0.72 0.83
run 2 0.27 0.72 0.72 0.83
run 3 0.29 0.74 0.68 0.82
run 4 0.25 0.75 0.75 0.85

Table 5: Official results for our system

Overall max min median median
summary (all runs) (team bests)

official score 0.42 0.13 0.32 0.335
accuracy 0.85 0.42 0.77 0.775

non-green
v. green

macro F-m 0.87 0.58 0.765 0.77
non-green

v. green
accuracy 0.91 0.60 0.85 0.85

Table 6: Overall summary results for all teams

On the CLPsych training data, the best results
were obtained by LMT and SMO algorithms trained
on bigrams, sentiment features, and specific POS
features. Rule-based classification was applied on
the predictions, using a subset of 5 discriminative
words from the vocabularies of each red and cri-
sis classes. Table 3 presents the results obtained on
the training data while Table 4 shows the results ob-
tained on the test data. We submitted 4 runs using
the models that performed best on the training data,
namely LMT with and without rules (using 5 or 3
words), and a SMO with rules (5 words). None of
our approaches found the unique crisis post present
in the test. Posts from the crisis class are indeed the
most difficult to find since they are rare, but we also
explain this by the difference between crisis ratio in
the training set (4.18%) and the test set (0.42%). The
system performed consistently on the other classes.
Our official results are presented in Table 5, and of-
ficial results for the 16 teams that participated in the
task are provided in Table 6.

5 Conclusion
We presented a system capable of performing
automatic triage of forum posts from a men-
tal health online forum. The system assigns to
each post a tag that indicates how urgently mod-
erator attention is needed. The evaluation is
based on experiments conducted on the CLPsych
2016 task, and the system is available as an
open-source software in the following repository:
https://github.com/BigMiners/CLPsych2016 Shared Task
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Abstract

As part of the 2016 Computational Linguistics
and Clinical Psychology (CLPsych) shared
task, participants were asked to construct sys-
tems to automatically classify mental health
forum posts into four categories, represent-
ing how urgently posts require moderator at-
tention. This paper details the system im-
plementation from the University of Florida,
in which we compare several distinct models
and show that best performance is achieved
with domain-specific preprocessing, n-gram
feature extraction, and cross-validated linear
models.

1 Introduction

As more and more social interaction takes place
online, the wealth of data provided by these online
platforms is proving to be a useful source of infor-
mation for identifying early warning signs for poor
mental health. The goal of 2016 CLPsych shared
task was to predict the degree of moderator attention
required for posts on the ReachOut forum, an online
youth mental health service that provides support to
young people aged 14-25.1

Along with the analysis of forum-specific meta-
information, this task includes aspects of sentiment
analysis, the field of study that analyzes people’s
opinions, sentiments, attitudes, and emotions from
written language (Liu, 2012), where several stud-
ies have explored the categorization and prediction
of user sentiment in social media platforms such
as Twitter (Agarwal et al., 2011; Kouloumpis et

1https://au.reachout.com/

al., 2011; Spencer and Uchyigit, 2012; Zhang et
al., 2011). Other studies have also applied senti-
ment analysis techniques to MOOC discussion fo-
rums (Wen et al., 2014) and suicide notes (Pestian et
al., 2012), both highly relevant to this shared task.

Our straightforward approach draws from suc-
cessful text classification and sentiment analysis
methods, including the use of a sentiment lexicon
(Liu, 2010) and Word2Vec distributed word embed-
dings (Mikolov et al., 2013), along with more tra-
ditional methods such as normalized n-gram counts.
We utilize these linguistic features, as well as sev-
eral hand-crafted features derived from the meta-
information of posts and their authors, to construct
logistic regression classifiers for predicting the sta-
tus label of ReachOut forum posts.

2 Dataset

As part of the shared task, participants were pro-
vided a collection of ReachOut forum posts from
July 2012 to June 2015. In addition to the textual
post content, posts also contained meta-information
such as author ID, author rank/affiliation, post time,
thread ID, etc. A training set of 947 such posts was
provided, each with a corresponding moderator at-
tention label (green, amber, red, or crisis). An ad-
ditional 65,024 unlabeled posts was also provided.
The test set consisted of 241 unlabeled forum posts.

3 System

In this section, we describe the implementation
details for our classification system. In short, our
relatively straightforward approach involves select-
ing and extracting heterogenrous sets of features for
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Name Type Description
View Count Numeric The number of times the post was viewed.
Kudos Count Numeric The number of kudos given to the post.
Reply Count Numeric The number of posts which were made in reply to the current post.
# Replying Authors Numeric The number of unique authors replying to the current post.
Board Name Categorical Which of the 25 subforums (boards) the post was made in.
Reply Status Binary Whether the current post is a reply or a new post.
Thread Size Numeric The number of total posts involved in the current post’s thread.
Sibling Count Numeric The number of other posts replying to the same post that the current

post is replying to.
Total Post Count Numeric The total number of posts made by the current author.
Total View Count Numeric The total number of views for posts made by the current author.
Total Kudos Count Numeric The total number of kudos given to posts created by the current author.
Mean View Count Numeric The average number of views for posts created by the current author.
Mean Kudos Count Numeric The mean number of kudos given to posts created by the current author.
Rank Categorical The forum ”ranking” of the current author.
Affiliation Binary Whether the current author is a member of the ReachOut forum staff.
Board Fraction Numeric The fraction of the current author’s total posts that were made in the

current post’s subforum.
Table 1: List of attributes extracted for each post. The upper half of the table contains attributes unique to the post itself, while the

lower half contains attributes derived from the post’s author.

each post, which are then used to train separate lo-
gistic regression classifiers for predicting the moder-
ator attention label. We report results for each model
individually, and experiment with various classifier
ensembles. Results were obtained following a ran-
domized hyperparameter search and 10-fold cross-
validation process.

For clarity, we subdivide our features into two cat-
egories: post attributes and text-based features. We
only extracted features for the 947 posts in the la-
beled training set; however, several of our features
were historical in nature, utilizing information from
the entirety of the unlabeled dataset of 65,024 posts.

3.1 Attribute Features

As a starting point for classifying posts as green,
amber, red, or crisis, we began by examining several
attributes of each post and its corresponding author.

Many of our attribute features were immediately
available from the raw dataset, and required no fur-
ther processing. A small sample of these statistics
include the post’s view count, kudos count, author
rank, and in which subforum the post is located.

We also incorporated historical attributes that
were derived from the entirety of the unlabeled
dataset. These include items such as thread size,
mean author kudos/views, number of unique reply

authors, etc. Our full list of post attributes is shown
in Table 1.

3.2 Text Features
Each post in the dataset was associated with two

sources of free text - the subject line and the body
content. Since the post content itself is what mod-
erators themselves look to when deciding whether
action should be taken, we speculated that these fea-
tures were of the greatest importance. We applied
several text-based feature extraction techniques, and
began with an in-depth preprocessing phase.

3.2.1 Preprocessing
Since the textual information of each post was

formatted as raw HTML, our first preprocessing
step involved converting the post content to plain
text. During this process, we replaced all user men-
tions (i.e., @user) with a special string token. We
also built a map of all embedded images, of which
the majority were forum-specific emoticons, and re-
placed occurrences in the text with special tokens
denoting which image was used. We performed a
similar technique for links, replacing each one with
a special link identifier token. Finally, in an effort
to reduce noise in the text, we removed all text con-
tained within <BLOCKQUOTE> tags, which typi-
cally contained text that a post is replying to. After
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these conversions, we stripped all remaining HTML
tags from each post, resulting in plain-text subject
and body content.

While examining the corpus, we also noticed the
frequent presence of text-based emoticons, such as
‘:)’ and ‘=(’. We employed the use of an emoticon
sentiment lexicon2, which maps text-based emoti-
cons to either a positive or negative sentiment, to
convert each textual emoticon to one of two special
tokens denoting the corresponding emoticon’s polar-
ity. We manually annotated 12 additional emoticons
that were not present in the pre-existing lexicon.

Since we found the subject and body text to be
highly related, we concatenated these texts into a
single string per post. In an effort to further reduce
noise in the text, we examined the subject line of
each post, and if it was of the form “Re: ...” and
contained the same subject text of the post it was
replying to, we discarded the subject line.

Finally, we finished our preprocessing phase with
several traditional techniques, including converting
all text to lowercase and removing all punctuation.
We also converted non-unicode symbols to their best
approximation. Due to experimental feedback, we
did not remove traditional stop words, as doing so
decreased classifier performance for this domain.

3.2.2 N-Gram Features
The majority of our text features are derived from

traditional n-gram extraction methods. Given the
large amount of unlabeled posts in the dataset, we
trained our text vectorizers on the entire corpus (mi-
nus the test set posts). After constructing a vo-
cabulary of n-grams occurring in the corpus, we
counted the number of each n-gram occurring in
each post’s text, and normalized them by term-
frequency inverse-document frequency (tf-idf). Fol-
lowing initial feedback, our n-gram methods em-
ployed normalized unigram counts.

3.2.3 Sentiment Lexicon Features
Because a primary goal of the shared task was

to gauge the mental state of posting authors, we
borrowed a basic technique from sentiment analysis
and utilized a pre-existing sentiment lexicon3, which

2http://people.few.eur.nl/hogenboom/files/
EmoticonSentimentLexicon.zip

3https://www.cs.uic.edu/ liub/FBS/sentiment-analysis.html

contains a list of words annotated as positive or neg-
ative. We count the number of occurrences of both
positive and negative words in the text of each post.

3.2.4 Embedding Features
Since the amount of unlabeled text was so large

relative to the labeled posts, we sought to learn a
basic language model from past forum discussions.
Our word embedding features are based on the re-
cent success of Word2Vec4 (Mikolov et al., 2013),
a method for representing indidivual words as dis-
tributed vectors. Our specific implementation uti-
lized Doc2Vec5 (Le and Mikolov, 2014), a related
method for computing distributed representations of
entire documents. Our model used an embedding
vector size of 400 and a window size of 4. After
training the Doc2Vec model on the entire corpus of
post text (minus test posts), we computed a 400-
dimensional vector for the text of each training post.

3.2.5 Topic Modeling Features
As a final measure to incorporate the abundance

of unlabeled text in the dataset, we trained a custom
Latent Dirichlet Allocation (LDA) (Blei et al., 2003)
model with 20 topics on the entire corpus of post text
(minus test posts). LDA is a popular topic model-
ing technique which groups words into distinct top-
ics, assigning both word-topic and topic-document
probabilities. Once trained, we used our LDA model
to predict a topic distribution (i.e, a 20-dimensional
vector) for the text of each post.

4 Results

After extracting features for each of the 947 posts
in the training set, we trained a separate logistic re-
gression classifier on each source of text features,
plus one trained on all of the attribute-based fea-
tures. Because we hypothesized that the content of
the replies to a particular post could be indicative
of the nature of the post itself, for each set of text
features we trained an additional model on the con-
catenated text of all direct reply posts only, ignoring
the text of the post itself.

For each model, we performed a randomized hy-
perparameter search in conjunction with a 10-fold
cross-validation step based on macro-averaged F1

4https://code.google.com/archive/p/word2vec
5https://radimrehurek.com/gensim/models/doc2vec.html
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Feature Set Accuracy F1 Green vs. Non-Green Accuracy Green vs. Non-Green F1
Post Attributes 0.76 0.72 0.78 0.66

Sentiment Lexicon 0.71 0.64 0.76 0.64
N-Grams (Post) 0.83 0.82 0.90 0.88

N-Grams (Replies) 0.73 0.68 0.80 0.72
Doc2Vec (Post) 0.74 0.70 0.80 0.72

Doc2Vec (Replies) 0.72 0.65 0.76 0.62
LDA (Post) 0.73 0.67 0.78 0.70

LDA (Replies) 0.71 0.63 0.78 0.66
Table 2: Classification results on the test set using a single logistic regression model trained on each set of features. (Post) denotes

features extracted from each post itself, while (Replies) indicates that features were extracted from only replies to the post.

Label Precision Recall F1
Green 0.91 0.95 0.93
Amber 0.59 0.72 0.65

Red 0.90 0.33 0.49
Crisis 0.00 0.00 0.00

Average 0.84 0.83 0.82
Table 3: Detailed classification results for our final model. No

crisis labels were predicted, resulting in metrics of 0.0; how-

ever, the test set only included a single crisis post. Average

reported metrics consider the support of each label.

score. Results for each feature set are shown in Ta-
ble 2, where it is clear that the model trained on n-
grams of the post text (subject + body) performs the
best across all metrics. We show a more detailed
breakdown of this model’s performance in Table 3,
which includes per-label metrics.

4.1 Discussion

Given the relatively small amount of labeled data,
it comes as no surprise that the traditional n-gram
approach performs better than the more complex
text-based methods. Because our vectorizers and vo-
cabulary were trained on the full corpus of unlabeled
and training posts before fine-tuning predictions on
the test posts, this model is able to capture trends in
word usage across all four labels.

We sought to combine the models shown in Table
2 with various ensemble methods, but found that no
combination of classifiers trained on heterogeneous
feature sets produced better results than the straight-
forward n-gram technique. Thus, the simplest text-
based method proved also to have the best perfor-
mance, a benefit for deploying such a system.

To gain better insight into our best-performing
model, we show the top 10 features per label in Table

Green Amber Red Crisis
<E0> (@user) worse cant

awesome phone feeling anymore
<E1> anxious <E2> life
hope talk empty dont
love not sick screwed

proud school hate negative
amazing think family f**k

fun going hospital unsafe
favourite help scared intense

first feeling s**t die
Table 4: Top 10 features per label via the largest per-class fea-

ture coefficients of our final model. From an informal inspec-

tion, there appears to be a clear trend in the polarity of the word

lists from green posts to crisis posts. Notation: <E0> =

emoticon with alt text ‘Smiley Happy’, <E1> = emoticon with

alt text ‘Smiley Very Happy’, <E2> = emoticon with alt text

‘Smiley Sad’, (@user) = special token for any user mention.

4, obtained by inspecting the model coefficients of
the fully-trained logistic regression classifier. Here
(aside from the Amber label, which is a bit more am-
biguous, as expected), there is a clear distinction and
trend in the type of language used between posts of
different labels.

5 Conclusion

In this paper, we detailed our system implemen-
tation for the CLPsych 2016 shared task. We com-
pared several types of models and feature sets, and
showed the benefit of combining rigorous prepro-
cessing with straightforward n-gram feature extrac-
tion and a simple linear classifier. Additionally, us-
ing the entire corpus of forum text, we identified
several discriminative features that can serve as a
launching point for future studies.
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Abstract

This article explores how to build a system
for detecting users in a need of attention on
ReachOut.com forums. The proposed method
uses Tree Kernels over binary Support Vec-
tor Machines classification and linear regres-
sion, comparing these two machine learning
techniques. Predictions from one of these sys-
tems were submitted to the CLPsych 2016
Shared Task. Nonetheless, results indicate that
it is possible to build an accurate system us-
ing only text features without the use of other
meta data.

1 Introduction

Online communities such as web forums have be-
come places where people participate according to
common interests with other members of such com-
munities. Language and interaction analysis may be
done in these forums as to test hypothesis related
to participation. Particularly, in web forums where
the main topic of conversation is about issues related
to their mental health, analysis may help address
some situations where the well being of participants
is compromised.

One of the duties of web forums moderators is to
detect abnormal behaviour and take action over it.
In the case of mental health web forums, the moder-
ator should detect conversations that reveal a seem-
ingly dangerous situation for the participants. For
instance, conversations that might reveal that one
of the participants wants to commit self-harm. The

∗ Both authors contributed equally to the contents and ex-
periments described in this paper.

CLPsych Shared Task 2016 has the goal of evalu-
ating systems that address the identification of web
forum posts that reveal this kind of risk situations.

In order to assist moderators, this shared task
consists on creating a system to automatically la-
bel posts, so moderators can identify where to focus
their attention with more ease.

This report is structured as follows: Section 2
briefly describes the task and dataset, Section 3
presents all the details about the systems we built,
Section 4 summarizes the results, Section 5 presents
the discussion of these results, and finally we con-
clude with Section 6.

2 Task and dataset

The system has to classify each post into four cat-
egories that indicate how urgently a post needs the
moderator’s attention: green, amber, red or crisis.
According to the annotation procedure carried on
by the task organizers, those labels may be sub-
divided into twelve fine-grained categories shown
in Table 1. This table also shows how many ex-
amples are present on the training dataset for each
fine-grained category. For our experiments we only
used the dataset of posts that have a label.

3 Systems description

Our systems are based on two machine learning
techniques: 1) linear regression, and 2) three-step
binary classification. For each technique, two types
of features were extracted: grams (unigrams and bi-
grams), and grammatical tree structures. The system
we submitted to the official CLPsych shared task is a
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Label Fine-grained Samples

gr
ee

n allClear 366
supporting 166
followupBye 16

am
be

r followupOk 165
currentMildDistress 40
underserved 34
pastDistress 10

re
d

currentAcuteDistress 87
followupWorse 20
angryWithReachout 2
angryWithForumMember 1
crisis 39

Table 1: Fine-grained distribution of labels in the
training dataset.

gram-based linear regression system. From now on
wards, we will refer to this as baseline system.

3.1 Pre-processing of web forum posts

In order to prepare the data for training a classifier
system, text normalization was performed over two
kinds of elements in posts: a) quoted text, and b)
emoticons.

The inclusion of quoted text in post is frequent as
it serves the purpose of clarifying which statements
the post’s writer is replying to. Since we are aiming
to develop a text-based classification of posts into
distinct categories, it is important to identify what is
original post content and what is not. We consider
quoted text cannot be deemed as original content,
and can lead to missclassification. Therefore, we re-
placed quotations with a wilcard term.

Emoticons are signals of emotion expressed by
using pictorial elements, or made up mostly of punc-
tuation characters. We consider emoticons are es-
sential on determining the writer’s mood and are lan-
guage independent to some extent. In the dataset
provided, there is a large variation of emoticons in-
stances that may convey similar mood, e.g. happy-
smiley and very-happy-smiley. We reduced the pos-
sible set of emoticon labels and replaced them by
wildcards. This approach is similar to the one fol-
lowed in (Vogel and Mamani Sanchez, 2012) as they
work with a dataset of pictorial emoticons extracted
from the same web forum platform.

Other types of standardization were applied such

as replacing HTTP links by wildcards.

3.2 Feature extraction

We describe here the linguistic and non-linguistic
features that were extracted. Linguistic features
were extracted after normalization.

N-grams Our baseline system uses unigrams and
bigrams to create binary features to indicate if those
grams occur in a post or not.

Tree kernels We used the Stanford parser (Klein
and Manning, 2003b; Klein and Manning, 2003a)
to generate constituent trees for all sentences from
a single post. This generates a collection of trees,
which where co-joined to have a tree representing
the entire post. This structure was used thereafter in
a tool that extract subtrees from such a tree and uses
them as features to train a Support Vector Machine.
For this purpose, we used the SVM-light implemen-
tation by (Joachims, 1999) and SubSet Tree kernel
(SST) computation tool (Moschitti, 2006).

To our knowledge, SVMs over grammar trees for
entire documents have not been explored before.
Tree kernels are usually used to classify single sen-
tences but not large pieces of text that could con-
tain multiple paragraphs. This is due to the quadratic
complexity of computing this kind of kernels.

Additional meta features In addition to text-
based or linguistic features, we consider some addi-
tional features extracted from a post metadata. This
metadata comprises the board name, a flag indicat-
ing if a posts is the first one in the thread or not,
the rank (user category) of the post’s author, and
the base 10 logarithm plus one of number of views
and the number of kudos. Names for our systems
that used these additional features are suffixed with
“full”, while those that only use text features are suf-
fixed with “textOnly”. This naming convention is
used in results in Table 3.

Table 2 shows the 20 user ranks labels and the
number of users per rank. This table shows an un-
balanced distribution of user across ranks: the first
four categories (“Rookie scribe”, “Casual scribe”,
“Rookie” and “Visitor”) make 80% of the total of
users, this produces a perplexity value of 7.3 (far
from the value of 20 that could be reached if users
were uniformly distributed across user categories).
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rank members
Rookie scribe 420
Casual scribe 402
Rookie 351
Visitor 151
Frequent scribe 90
Super frequent scribe 64
Youth Ambassador 39
Special Guest Contributor 24
Star contributor 20
Frequent Visitor 12
Staff 12
Contributor 11
Post Mod 11
Mod Squad 8
Community Manager 6
Mod 5
Uber contributor 5
Reachout.com Crew 4
Mod In Training 3
Super star contributor 2

Table 2: Author ranking

3.3 Architecture design

3.3.1 Linear regression systems
For the linear regression models, labels for the

training set posts were mapped to an ordinal scale
according to how urgently a post needs attention:
“green” was mapped to 0, “amber” to 1, “red” to
2 and “crisis” to 3.

Then SVM-light software was used to create the
model. In the evaluation stage, the predicted values
for the test set were used to rank the posts accord-
ing to their need of attention, for which the higher
values where labelled as “crisis”, then “red”, “am-
ber” and “green” following the same distribution as
in the training set: “crisis” 4.1%, “red” 11.7%, “am-
ber” 26.3% and “green” 57.9%. Linear regression
systems are prefixed with “reg”.

3.3.2 Three step binary classification systems
The three-step binary classification systems are

developed as decision trees of three nodes. De-
cisions in each node are calculated according to
classification performed by a Support Vector Ma-
chine (SVM). The first SVM decides if the post has
“green” or “non-green” as a label. If the example is
labelled as “non-green”, the second SVM decides if
the posts is labelled “amber” or “non-amber”. If the

SVM1

SVM2

SVM3

“crisis”“red”

“amber”

“green”

Figure 1: SVM classification

System non-green all-labels
acc F1 acc ma-F1

baseline 60% .58 42 % .13
reg tree full 89% .85 73% .28
reg tree textOnly 89% .85 78% .38
3s tree full 85% .76 78% .32
3s tree textOnly 77% .67 69% .29

Table 3: Results in terms of accuracy and F1 mea-
sures for green vs non-green classification, and for
green vs all the other labels classification.

example is labelled as “non-amber”, the third SVM
decides if the label is “red” or “crisis”. Figure 1 il-
lustrates this procedure.

The training set for each SVM only contains rele-
vant examples for the specific step. This means that
the first SVM is trained with all examples that have
a “green” label as negative samples, and the remain-
ing examples are deemed positive examples. The
examples labelled as “green” are not used to train
the second and third SVMs. Three-step binary clas-
sification systems are prefixed with “3s”.

4 Results

Table 3 reports results for the systems accuracy and
macro F1 measures. The first two columns report the
results of predicting posts that need attention, where
all the labels but “green” were unified into a single
category “non-green”. The last two columns report
results for all labels. The macro-F1 measure is low
mainly because all systems failed to identify the sin-
gle “crisis” post. This lead to a F1 value of zero for
prediction of “crisis”, this drags down the macro ac-
curacy value since all labels have the same weight.

It is puzzling, that the system that which produces
best results is the tree kernel based linear regression
based uniquely on the text of the posts, as our in-
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positives negatives n/p ratio
SVM1 42.1% 57.9% 1.375
SVM2 37.5% 62.5% 1.666
SVM3 25.9% 74.1% 2.861

Table 4: Positives and negatives per SVM step

tuition suggests this should have been outperformed
by the variation that includes metadata, which is the
case when comparing the two tree kernel systems
based on three binary classification steps. Also, the
regression models seem to outperform the other sys-
tems in the detection of non-green labels. The suc-
cess of the linear regression systems could be related
to the fact that the regression models do have a quota
of predictions for each type of labels.

Due to time limitations only the baseline system
was submitted on time for the public evaluation.

5 Discussion and future work

The tree model shown in Section 3.3.2 was designed
as a three-step decision tree based on machine learn-
ing classifiers. These steps decide first the label in
growing order, this way each machine learning step
has a fairly balanced training set, which gets more
unbalanced as the labels involved in the decision
have higher priority than in the first step. Figure 4
illustrate this observation. Any other combination of
steps would lead to more unbalanced training sets; it
would be necessary to use balancing techniques.

Another possible design would involve the use of
the eleven binary classification steps as described in
the annotation procedure document provided by the
organizers. Therefore, the classifier systems should
be designed to mimic this annotation procedure. As
a final step, the eleven fine-grained labels should be
converted back the original four-label range used in
the competition. This system would had been sub-
stantially more complex, the first step would have
had to classify a sample as a “crisis” or “non-crisis”.
In such case, the first machine learning classifier
would had dealt with a very unbalanced training set
as only 4.1% of samples are labelled as “crisis”.

Some sparse fine-grained labels would had been
very difficult to predict such as “angryWithForum-
Member” (1 example in the training set), or “angry-
WithReachout” (2 examples in the training set).

The prediction of the labels: “followupBye”, “fol-

lowupOk”, and “followupWorse” could benefit from
analysing and labelling previous posts in a thread as
they only exist as following posts labelled as “red”
or “crisis”, and features extracted from these posts
may not help the prediction of other labels.

These observations suggest a major change on the
design of the system in which all posts of a thread
should be labelled and re-labelled based on the pre-
vious posts in the thread and according to author
roles. We consider this fine-grained model as future
work. The linear regression model proposed in Sec-
tion 3.2 only requires one step of machine learning
classification. However, it requires to map ordinal
data into numerical to create the training set and nu-
merical into ordinal to interpret the predictions. For
the proposed system, labels are mapped into con-
secutive numbers, this assumes that the difference
between consecutive labels are the same. Which
may not be the case, perhaps “crisis” posts should
be mapped to a much larger value than “red” posts.
Perhaps the mapping function should be related to
the percentile in which the (mapped) values appear,
or some other feature. The problem of mapping or-
dinal data into numerical is another open research
topic outside the scope of this experiment. Tuning
of the mapping procedure is left for future work.

6 Conclusions

We have described the basic setup for systems that
address the CLPsych 2016 Shared Task. Our sys-
tems do not reach top positions in the ranking for
this competition, however they provide some oppor-
tunities to explore ideas on how to deal with this
kind of classification task. The main principle fol-
lowed on designing these systems was to make them
as portable as possible and independent of exoge-
nous features to the post’s contents. There is several
aspects to improve if the goal is to build system for
post classification that are uniquely based on text.
Besides our goals summarized in the section for fu-
ture work, one issue to explore further is to deter-
mine how noisy text affects classification.

Overall, we also have to explore the correspond-
ing caveats of relying only on text for building clas-
sifier systems.
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